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FOREWORD

S. de los Santos
Chairman
Navy Aeroballistics Commiittee

It is a great pleasure and privilege for me, on behalf of the Navy Aeroballistics Committee to
welcome you to the 12th U.S. Navy Symposium on Aeroballistics.

This Symposium is being held for the purpose of presenting the results of recent work associated
with aeroballistics. As indicated in the program included in your registration package, the Symposium
will consist of 45 papers presented in 5 technical sessions. A banquet, preceded by cocktails will be held
this evening at the Kenwood Club, and for those who are interested, there will be a Center Facility tour
on Thursday afternoon. The first four sessions of the Symposium are unclassified. For security reasons,
all classified papers will be presented in the fifth session on Thursday. The Proceedings will include the
unclassified papers in Volumes I and Il and the classified papers in Volume III.

The papers accepted for presentation come from the NAC activity members, Air Force, NASA, the
universities, and industry. To round out the program, we have invited several prominent speakers to
share with us their knowledge and experience that would be of interest in aeroballistics. These speakers
include Jack Nielsen of Nielsen Engineering & Research, Inc. who will review missile aerodynamics; Art
Maddox of NWC, now visiting Professor at the Naval Academy, who will review store separation; G.C.
Paynter of Boeing Military who will give us the current status of inlet flow prediction methods; J.W.
Stultz of McDonnell Douglas who will speak on heating methods used to determine structural
temperatures; and W. Ballhaus of NASA Ames who will talk on the numerical aerodynamic simulator.
Our afterdinner speaker will be Colonel John Boyd (USAF, retired) who will talk on energy :

. maneuverability. ;

This is the second time around for DTNSRDC to host the Navy Aeroballistics Symposium, and, {
perhaps, it would be appropriate here to share with you some observations. The first Center hosting §
. (Sixth Symposium) was held at Fort McNair in 1963 for lack of an auditorium facility at the Center. Itis
' recalled that 28 40-minute papers were presented by the participants (Navy, Air Force, Army, NASA,
the universities, and industry). Since then, the committee decided to limit the presentation time without
limiting the length of the written manuscripts. It comes as no surprise then that for the same duration,
more papers could be presented without loss of essential detail. Accordingly, the last 5 symposia have
averaged 45 papers.
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Although the number of papers has remained the same, the contributions of various activities have
changed considerably. Since 1975, for instance, there has been a 50-percent reduction in Navy con-
tributions; this has been offset by a several-fold increase from the universities. The decline in Navy par-
ticipation is not surprising. It is the result of DOD’s policy (promulgated in 1975) of seeking constant
growth in its program to strengthen and revitalize its research base and ties with the external research
community — a policy that resulted in increasing external research funding while maintaining reduced
levels of research at the inhouse laboratories! Data indicate that the services, particularly the Air Force,
took a beating (70-percent decline in inhouse research funds).

Laboratory heads and other knowledgeable individuals have expressed concern for this state of af-
fairs. Allowing the laboratories to remain at the current level of research performance could, if it hasn’t

already, erode their long-term ability to perform those functions which are basic to supporting their
missions.

A recent General Accounting Office (GAO) study recognized the predicament of the laboratories
and has requested DOD to give the same careful consideration to the research base represented by the
inhouse laboratories as has been given the needs of the external research community. How DOD will
respond to this GAO recommendation is not yet known, but the feeling is that it would be better to ac-
complish the true increase in inhouse research by an overall increase in research funding rather than
through a corresponding reduction of the planned growth in extramural research.

Already we seem pressed for time. The scheduling shown in the program was based on the cafeteria
renovation being completed in April and having lunch on station. Unfortunately, the scheduled comple-
tion date has slipped, and now we'll have to go off station for lunch — some think this to be a blessing in
disguise. 1 have accordingly requested each speaker to streamline their presentation or take no more
time than has been allotted them.

Again, welcome and I hope you have a very profitable and enjoyable Symposium.
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CURRENT STATUS OF INLET FLOW PREDICTION METHODS

Gerald C. Paynter
Boeing Military Airplane Company
Seattle, Washington 98124

ABSTRACT

The increasing availability of large computers, advances in
numerical fluid mechanics, and the rapidly escalating cost of wind
tunnel testing are responsible for a trend toward the use of
parametric analysis rather than parametric testing to support the
design of inlet systems. With an emphasis on the transonic and
supersonic speed regimes, current approaches to inlet flow analysis
are discussed in the context of the inlet design process. Results
from typical procedures now under development for supersonic inlet
flows are presented along with a discussion of the advantages and
disadvantages of each for design. The requirements for experimental
validation of a procedure and analysis problem areas are reviewed.
Recent developments which may lead to an improved inlet flow analysis
capability are discussed.

INTRODUCTION

Inlet performance may be defined in terms of inlet recovery, distortion,
drag, weight, maneuverability, controllability, stability, starting
characteristics, etc. The function of the inlet is to prepare the flow for
the engine by capturing and compressing a desired weight flow rate to a chosen
state while minimizing losses associated with the compression process and the
inlet installation. Inlet performance is usually closely related to the
boundary layer development through and around the inlet. A boundary layer
developing through the adverse pressure gradients associated with an inlet
will thicken more rapidly and have a velocity profile distribution which is
less "full" than a boundary layer developing through a constant pressure
region. For high adverse pressure gradients, boundary layer separation may
occur with high loss of inlet total pressure and high distortion.

In a typical design problem, the losses associated with the compression
process are minimized by limiting the thickening and distortion of the
boundary layer as the flow develops through the inlet. This is done by
contouring the inlet surfaces to control the local gradients in static
pressure and by the use of boundary layer control. Constraints on the design
are typically the weight, length, location, and drag of the installation. The
radar cross-section of an inlet installation is also a constraint for certain
military aircraft.

The traditional approach to inlet design is illustrated in Figure 1. In
this approach, the geometry of a design concept is varied parametrically and
tested at model scale. Configurations are selected on the basis of the model
scale test results for full scale validation and optimization. Problems with
this approach are the rising cost of wind tunnel testing, uncertain scaling of

II-1

R s \mﬁ.




test results, and the constraints imposed on new designs by the existing test
data base. Advanced aircraft. for example, those shown in Figure

2, require inlet systems of a type not in the present data base. Test based
design of new inlet systems implies high development cost, high design risk or
both.

An alternative to test based design is to replace parametric model scale
testing with parametric analysis. This "“analysis based" approach is also
illustrated in Figure 1. The increasing availability of large computers and
advances in numerical fluid mechanics have made possible the use of analysis
based design., Major advantages of this approach are lower development cost, a
better understanding of the inlet flow processes, and the removal of the
existing test data base as a design constraint.

In practice, a design study is usually a composite of both the test and
analysis based approaches. The available analysis is used to reduce the
required test matrix to the smallest possible number of configurations.
Testing is used to evaluate configurations in flow regimes outside the range
of the available analyses. As computer size and speed increase and analyses
become more powerful, less and less testing is required to achieve a
successful design. This trend is illustrated in Figure 3 for the design of
conventional subsonic inlets for commercial aircraft.

The goals of inlet flow analyses for design include:

analysis of all important flow phenomena

nrograms which are easy to use and understand

low computer cost per case

easy modification of inlet geometry and fiow boundary conditions
easy identification of cause and effect relationships

O 000 Oo

In the sections which follow, the historical development of numerical
fluid mechanics and the current status of inlet flow analysis are reviewed.
Analysis problem areas are discussed and current approaches toward extending
the present capability are described. Promising developments which may lead
to significant improvements in capability are briefly discussed.

HISTORICAL DEVELOPMENT

Inlet design prior to 1970 was based on one-dimensional analysis and
parametric model scale testing. Key events which led to the use of more
powerful flow analyses in the design process were:

o 1968 Stanford Conference on Computation of Turbulent Boundary Layers

o The availability of powerful digital computers

o The American SST program.

The 1968 Stanford Conference produced a set of checked-out standard test
cases for a wide range of 2-D or axisymmetric turbulent boundary layer flows.
This quickly led to accurate and widely available boundary layer methods. As
noted above, accurate prediction of the boundary layer development through an
inlet is essential for inlet performance prediction.

The American SST effort started about 1960 and ended in 1971 with the
decision by the U.S. Congress to discontinue the project. This effort was
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significant because of the major involvement by both Government and Industry
to develop SST technology. Commercially viable aircraft required inlets with
very high performance. The aerospace industry, faced with this difficult
design task, successfully applied the available flow analysis capability
including the boundary layer methods which resulted from the 1968 Stanford
Conference to the design of the SST inlets. This was the first application of
a primarily analysis based design philosophy to the development of a complex
inlet system. The striking success of thzf approach for the development of
the SST inlet system was widely recognized. )

With the cancellation of the SST program, the technology and the desi?n
philosophy were infused into other projects through the transfer of people
from the program. As illustrated in Figure 3, this has led to major revisions
in inlet design practice in the last decade.

The growth in the use of Computational Fluid Dynamics, CFD, for inlet
design over the last decade or so paralleled development of CFD technology.
This development is illustrated in Figure 4. CFD technology for design has
only existed since the early 1960's. Progress, in terms of the number and
range of flows predicted, has been slow but steady over the last two decades.

CURRENT STATUS

In the context of the design process, we can at present predict many 2-D
or axisymmetric inlet flows and some 3-D inlet flows with sufficient accuracy
for many engineering purposes. It is worth noting that the lead time for
analysis development is very long. Most methods developed over the last
decade are still in use and still under development. Experience has shown
that the impact of a new analysis on the design process is to reduce the
amount of wind tunnel testing required. New analyses usually do not displace
previously useful analyses, which is a point usually not well understood by
the research community. The designer will invariably use the simplest and
least costly analysis applicable for a given flow. The availability of a
powerful but expensive and difficult-to-implement Navier-Stokes procedure, for
example, does not negate the usefulness of simpler procedures for design.

The current inlet flow analysis capability is illustrated below through
several example flow predictions. These example flows include a subsonic
V/STOL inlet at high angle-of-attack, a subsonic diffuser with a
rectangular-to-round geometry transition and supersonic axisymmetric inlets
operating at low speed, at transonic speed, and at cruise speed.

Example - Subsonic V/STOL Inlet - An asymmetric V/STOL inlet shown in
Figure 5 was tested through a range of fref stream Mach numbers,
angles-of-attack and compressor face Mach numbers. 2) In the example flow
selected, M, = .19, the angle-of-attack was_ 60° and the compressor face
Mach number was .39. This example illustrates that inviscid flow properties
characteristic of a 3-D inlet geometry operating at high angle of attack with
local regions of transonic flow can ?3 accurately predicted. The 3-D full
potential flow analysis of Forester ) was used to compute the surface
static pressure distribution through the inlet for the selected test case.
This analysis features a body fitted mesh system, solution by SLOR and
solution acceleration by Lyusternik extrapolation.
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s generated using a cubic connecting
function mesh generator by Kowalski. ) A number of grid densities and
domain dimensions were investigated to ensure that the computed results were
independent of the mesh and the solution domain. Note that the body fitted
mesh system allows high mesh density to be focused in regions where high
solution accuracy is required. Since the computational cost is a function of
the total number of computational cells used, the ability to use a dense mesh
in regions of interest and a sparse mesh where desired, results in a very
efficient computational procedure. Computed results for the local surface
Mach number in axial planes at three circumferential locations are shown in
Figure 7. The results shown required about 30 min. CPU time or a Cyber 175
computer.

The computational mesh, Figure 6, (T

Example - Subsonic Diffuser with a Geometry Transiti - Subsonic
diffusers with geometry transitions were tested by MacMiller to simulate
the subsonic diffusers of supersonic aircraft with rectangular external
compression inlets. In the selected example flow, the free stream Mach number
at the diffuser entrance was .605 and the boundary layer thickness on all four
surfaces of the rectangular diffuser entrance was .5 inches. This example
illustrates that a diffuser flow with a geometry transition can be at least
qualitatively predicted. A detailed evaluation of this (or any) proiedure for
this type of flow is not possible because suitable data is not available.

The 3-D parabolized Navier-Stokes procedure of Roberts and Forester(6)
was used to compute this example flow. The analysis features a body fitted
mesh system and simulation of turbulent stresses with a k-¢ turbulent model.
The solution is "marched" down the duct using an iterative ADI procedure. The
compuf9}iona1 mesh for the example problem was generated with a Thompson
et al mesh generator.

The duct geometry and computed results for the diffuser flow are shown in
Figure 8. Again, mesh refinement was done to ensure the computed results were
independent of the mesh. Agreement between predicted and measured static
pressure distributions on the duct surface along the plane of symmetry is very
good. Separation was observed experimentally about two thirds of the way
along the duct and this was accurately predicted. Good agreement was obtained
between computed and measured boundary layer pitot profiles along the plane of
symmetry. This calculation required about 20 minutes CPU time on a Cyber 175
computer.

Example - Supersonic Inlet at Low Speed - An axisymmetric mixed compresion
inlet, Figure 9, designed for a cruise Mach number of 2.65, will be tested at
Tow spe?% in early 1982 as part of the NASA Supersonic Cruise Research
program. ) This Tow speed test program, to be conductd at the NASA Lewis
9x15 Tow speed wind tunnel, will be used to provide data on the noise,
performance and aerodynamic characteristics of the inlet under 1low speed
operating conditions. The inlet features a translating centerbody, traveling
bleed system and take-off doors. In preparation for the low speed test, the
inlet flow was analyzed at a number of free stream Mach numbers, inlet flow
rates, and centerbody positions to determine the throat Mach number in the
inlet as a function of these parameters. This example illustrates that a
Navier-Stokes procedure can be practically applied to the analysis of low
speed inlet flows.
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The 2-D/axisymmetric Navier-Stokes procedure of Peery and Forester(9)
was used to compute the desired inlet flows. Steady state solutions are
obtained to the Navier-Stokes equations using an explicit time marching
relaxation procedure. The analysis features the use of wall functions and
zonal algebraic turbulence modeling for computational efficiency. Computed
results for the Mach number distribution through the inlet with the centerbody
fully retracted are shown in Figure 10 for free stream Mach numbers of 0. and
0.3. Note that with a static free stream Mach number the analysis predicts a
1ip separation and high throat flow distortion. At a free stream Mach number
of 0.3, the lip separation has nearly disappeared and the throat flow is much
more uniform. Work is underway on a mesh refinement study and the inclusion
of a two equation turbulence model in the analysis. Detailed comparison of
computed and measured flow properties through the inlet are planned when the
test data becomes available.

Example - Supersonic Inlet at Transonic Speed - Flow interference between
engine nacelles and an airframe has an important effect on the aerodynamic
efficiency of an aircraft operating in the transonic speed regime. NASA
conducted an extensive wind tunnel test program to evaluate aerodynamic
performance penalties associated with the propulsion system installation in
the NASA Ames 11x11 foot wind tunnel. The model used, Figure 11, is a .024
scale model of the 1971 U.S. SST. The model selected for the present example
had sharp-1ip flow-through nacelles. The mass flow through each nacelle could
be controlled by means of a variable position exit plug.

In the low supersonic speed regime and with inlet capture mass flow ratios
less than one (spillage), it was found that a panel potential flow method
alone provides a poor simulation of the wing surface pressure distribution and
thus a poor simulation of nacelle interference effects on 1ift, drag and
pitching moments. An example flow was selected at a Mach number of 1.4 and a
mass flow ratio of 0.8 to illustrate that a Navier-Stokes procedure can be
used with a panel method to provide an improved simulation.

Kulfan(1l) simulated the model flow field with the PANAIR panel method.
As shown in Figure 12, Kulfan used the Navier-Stokes procedure of Peery and
Forester(9) in a small region near the inlet to predict the shock shape and
location, local Mach number distribution and streamline pattern about the
nacelle as a function of free stream Mach number and mass flow ratio through
the inlet. The Navier-Stokes procedure was found to give an accurate
simulation of the shock shape and stand-off distance for the range of upstream
Mach numbers and mass flow ratios of interest, as shown in Figure 12. Kulfan
then used the Navier-Stokes results to locate a stream tube about the nacelle
where the flow on the stream tube surface was everywhere supersonic. As shown
in Figure 13, Kulfan modified the PANAIR paneling to treat this stream tube as
an inlet of larger diameter positioned further forward. The results of the
PANAIR simulation, modified by the use of the Navier-Stokes procedure, are
shown in Figure 14 for a Mach number of 1.4 and a capture mass flow ratio of
0.8. The new simulation gives a much improved prediction of the under surface
pressure distribution.

Example - Supersonic Inlet at Cruise Speed - An axisymmetric mixed
compression inlet similar to that shown in Figure 9 was tested a(tl ? Mach
number of 2.65 as part of a NASA inlet technology development. 2 The

inlet features a translating centerbody and a traveling bleed system. This
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example was selected to show that a very accurate simulation of at least some
high speed inlet flows is possible and that this capability has been available
for at least a decade.

Reyhner and Hickcox(13) simulated this inlet flow with a procedure that
uses method-of-characteristics to compute the core flow, a finite difference
solution for the boundary layer development, and control volume analyses for
the shock/boundary layer interactions. Boundary layer bleed is accounted for
in the analysis as well as the displacement of the shock system due to viscous
effects. With reference to the Historical Development section above, it
should be noted that this analysis procedure was developed to support design
of the inlet system for the American SST.

Comparisons between computed results and test data for the static pressure
distributions on the cowl and centerbody are shown in Figure 15. Note that
the combined flowfield solution procedure of Reyhner and Hickcox provides a
very accurate simulation of the inlet static pressure distribution. The
forward translation of the shock system due to viscous effects is also shown.

Comparisons between computed resuits and test data for boundary layer
pitot profiles on cowl and centerbody surfaces at a number of axial locations
are shown in Figure 16. The simulation accounted for boundary layer bleed and
for shock/boundary layer interactions and agreement between computed results
and test data is excellent. This good agreement is not accidental, as an
extensive validation of each component of the overall analysis procedure was
conducted before any attempt was made to construct the overall inlet analysis
procedure.

PROBLEM AREAS

We are now progressively acquiring the capability to predict 3-D flows
associated with inlets and with propulsion system installations in the
subsonic, transonic and supersonic speed regimes. Geometry description has
been and continues to be a problem in all speed regimes. Highly integrated
blended installations imply geometries for which it is very difficult to
obtain either an analytic description of the surface or the coordinates of
points on the surfaces. The acquisition of an analytic surface representation
or the surface coordinates are an essential step in the analysis of almost
every flow of interest. Experience has shown that a substantial portion of
the time spent in completing a given flow analysis is spent dealing with
geometry.

Viscous flow phenomena are important in all speed regimes. With only a
few excep?ians, available turbulence models were developed for 2-D flow
phenomena. These models are currently being used to simulate 3-D flows
without adequate validation and thus achieving only a mixed degree of
success. Data for modeling or validation of 3-D viscous phenomena are
generally not available or are to a 1large degree inadequate. Detailed
experimental investigations of the following flows are essential if we are to
extend our present inlet flow analys(s capability in the supersonic regime to
include inlets at angle-of-attack and 3-D inlet geometries:
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Glancing (3-D) shock/boundary layer interactions

Swept shock/boundary layer or shear layer interactions

BLC (bleed, V.G.'s, etc.) for 3-D boundary layers

Separation

Pressure driven secondary flows in ducts with offsets, diffusion and
geometry variation

o———
cCoOO0Oo

The final flow on this 1list is, of course, that of a subsonic diffuser
with geometry variation and offset. This particular flow cries for a
definitive experimental study because it is of current interest for many new
military arcraft - _ especially those with an RCS constraint. As was shown
above, procedures(s) exist which will qualitatively predict such flows.
Effective use of these procedures for design is impeded by the current lack of
detailed data.

Great care must be taken in the interpretation of computed results for
viscous flows. Turbulence modeling has in many instances become a catch-all
for numerical truncation errors (inadequate mesh density and/or a bad mesh-
algorithm interaction), residual errors (inadequate convergence) or a poor
selection of boundary conditions. In too many instances, a mesh is selected
on the basis of the available computer storage, the maximum number of
iterations selected to satisfy a budget constraint, and any differences
between computed and measured results attributed to the turbulence modeling.
The high cost of computing 3-D flows with adequate numerics make the use of
such erroneous procedures very attractive. We should be careful not to buy
the "fools gold" of carelessly conducted and interpreted studies.

In the numerics area, although large class 6 computers are now becoming
widely available, the high cost of computing many flows of practical interest
impedes the use of CFD for inlet design. Experience indicates that the cost
of acquiring design information analytically must be less than about 10% of
the cost of an equivalent wind tunnel simulation if parametric analysis is to
be considered for a design study. Formal methods need to be developed to
define automatically the residual and truncation errors associated with a
numerical procedure for a given mesh. The process of acquiring such
information is at present very tedious and as noted above, the failure to
conduct such studies has led to problems in the interpretation of computed
results. Methods should be developed to adjust the grid adaptively to satisfy ‘
input limits on residual and truncation error.

Interest in computing aircraft/inlet flow interactions has focused
attention o. the use of zonal modeling techniques since such flows are
generally beyond the capacity of the largest avaiiable computers with a single
procedure. While zonal modeling makes the calcilacion of such flows possible
by dividing the flow field of interest inta subdomains each with an
appropriate analysis (the PANAIR/Navier-Stokes coupling used in the nacelle
interference example above), much work needs to be done to develop zonal
modeling techniques for design. For many flows, solution domains must overlap

f and the solutions in the various subdomains must be iterated. The selection

of subdomain boundaries, the handling of boundary conditions, mesh generation,

1 interpolation of properties between non-coincident meshes in regions of
‘j l overlap, and the acquisition of numerical error information as the solution
4 progresses are all important questions to be answered if zonal strategies are
to be utilized.
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In many instances, the designer is not able to apply the available
analysis capability effectively in a design study. Many flows that can be
computed are difficuit for even the experienced fluid analyst. How can a
designer hope to compute such flows in the context of a design study? One
possible method is to make available the analysis capability through a group
of expert users. The designer doesn't expect the keys to the wind tunnel when
he wants design information from an experimental study. He should also not
expect the keys to the computer building when design information is wanted
from an analysis study.

Another problem is that computer codes useful for design have not proven
to be very portable as noted in a March 9, 1981 article in Business Week.
Flow codes developed for industry by government or university researchers
| unfamiliar with the intended application are invariably deficient for design
studies. Experience indicates that the intended user should work very closely
with the code developer to ensure the code developed satisfies the user's
needs. Progress in the use of analysis for design has been much slower than
necessary because of the general failure of industry, government and
university researchers to cooperate effectively to produce flow codes for
design. Computer system differences and code requirements which vary from
t user-to-user contribute to the problem.

SUPERSONIC INLET FLOWS - CURRENT APPROACHES

A review of current analysis approaches to inlet flows in all speed
regimes is beyond the scope of the present paper. Because inlets operating in
the supersonic speed regime are of high current interest, a brief discussion
of the more popular approaches to the analysis of these flows is included i-
the present article. Current approaches can be grouped into three categories:

0 Zonal modeling
o Navier-Stokes
0 Space marching

Because these approaches are at different stages of development,
conclusions as to the relative merits of the approaches are not drawn. An
example and a discussion of each of these approaches follows below.

Zonal Modeling - As noted above, a zonal modeling strategy was used very
successfully to develop an inlet system for the American SST. This procedure
has been further developed and refined over the last decade as shown in Figure ;
17. The procedure was applied to the design of a Mach ?.g axisymmetric mixed 3
compression inlet and bleed system in the mid-1970's. 15) " The application
of this procedure resulted in a detail definition of the bleed system
geometry, such as number of bleed holes, hole size, hole spacing, and bleed :
exit area, for each individual bleed region. The bleed mass flows, bleed
plenum pressures and the effect of the individual bleed regions on the
boundary layer development were also predicted. These predictions were made ,
not only at the design Mach number but across the entire started Mach number K
range. A wind tunnel test of a 1/3 scale model of the analytically designed .
inlet showed excellent agreement with the theoretical predictions, thus i
validating the analytical design procedure. Work is underway at Boeing to ;
extend this analysis procedure to predict the flow of an axisymmetric mixed
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compression inlet at angle-of-attack. This work, part of the NASA Supersonic
Cruise Research program, was selected as an example of a zonal approach to a
difficult supersonic inlet flow. The improved analysis will provide flow
properties for inlet design, instrumentation definition and digital control
system using a detailed inlet simulation in a model following controller
concept and for control signal synthesis. It will also improve the inlet
design and control procedures by allowing inlet performsnce to be computed at
off design conditions.

The planned analysis for the inlet at ang]e-of-ﬁ}fack is illustrated in
Figure 18. A 3-D method-of-characteristics program( will be used for the
core flow. Boundary layer and shock/boundary layer interaction programs are
being developed for the viscous flow development through the supersonic
diffuser The 3-D parabolized Navier-Stokes procedure of Roberts and
Forester‘ﬁ) will be used for the subsonic diffuser.

The NASA Mach 2.65 "P" inlet bleed system has been redesigned and the
inlet instrumented and tested at a number of Mach number and angle of attack
conditions to provide validation data for the overall analysis procedure, when
complete. Detailed experimental studies of the swept and normal
shock/boundary layer interactions have been proposed to NASA and a detailed
experimental study of the subsonic diffuser will be proposed.

The asymmetry of the shock structure in an axisymmetric mixed compression
inlet at angle-of-attack is shown in Figure 19. Note the substantial
modification of the shock structure induced by a small (3°) angle-of-attack
at Mach 3.0. The shock structure at angle-of-attack was computed with the 3-D
method-of-characteristics program. 6)

Navier-Stokes - A numerical procedure under development by Knight(17)
for the simuTation of 2-D mixed compression inlet flows for the Air Force was
selected as an example of a Navier-Stokes approach. Knight's analysis solves
the compressible Navier-Stokes equations using the explicit finite difference
operator of MacCormack. The method features an algebraic eddy viscosity
turbulence model and a body fitted mesh system. Boundary layer bleed is
accounted for in the analysis. The method has been validated for flat plate
boundary layer and 2-D shock/boundary layer interaction flows.

Knight(ls) applied this two-dimensional procedure to a riﬁsﬁngular high
speed inlet investigated experimentally by Carter and Spong. As shown
in Figure 20, the model consisted of a supersonic diffuser formed by two
plates at an angle to one another followed by a constant area throat. The
upper and lower surfaces were considered analogous to ramp and cowl surfaces
of a high speed inlet. The “cowl" plate was hinged to permit variation of the
cowl angle, §.. Boundary layer bleed was used on the ramp and cowl surfaces
and on the infet sideplates to control the boundary layer development on these
surfaces.

A comparison between computed results and experimental data for the cowl
and ramp surface pressure distributions is presented in Figure 20. For this
case, the free stream Mach number was 3.5 and s was 6. Good agreement
was obtained between computed and measured static pressure for the first shock
interactions on both the ramp and cowl surfaces. The analysis substantially
underpredicts the static pressure rise through the second and third shock
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interactions on the ramp and through the second shock interaction on the
cowl. The analysis also appears to “smear" the static pressure distribution
in the vicinity of these interactions.

A comparison between computed and measured pitot profiles on the ramp and
cowl surfaces is presented in Figure 21. Good agreement was obtained for the
stations reported.

This analysis required several hours CPU time on a Cyber 175 computer.
Work is underway to vectorize the algorithm for the NASA Langley STAR computer
which should substantially reduce the cost of the analysis.

Space Marching - A 3-D numerical procedure by Buggeln et a1(20)  yas
selected as an example of a space marching analysis. In this analysis, a
primary flow direction 1is assumed and diffusion in that direction is
neglected. The simplified equations which retain the viscous stress terms are
solved using a marching procedure. The analysis features the use of a
curvilinear orthogonal coordinate system and a mixing length turbulence
model. The total enthalpy is assumed constant through the solution region to
avoid solving an energy equation.

Anderson and Towne(21) applied the analysis to a two-dimensional
(rectangular) inlet configuration, Figure 22, at Mach 3.0. This inlet flow,
at a high Reynolds number, had a complex internal shock structure and a large
"core" of inviscid flow. Anderson ran three mesh densities for the inlet.
The finest mesh had over 70,000 grid point, however, only six mesh planes were
used between the sidewall and the symmetry plane. The total computing time on
a UNIVAC 1100/42 was about 3 hours for the finest mesh.

Computed Mach number profiles for coarse and medium mesh solutions are
shown in Figure 22. The predicted shock system appears to move forward as the
mesh is refined. A comparison between computed and measured cowl and ramp
static pressure distributions is shown in Figure 23. Good agreement was
obtained for both meshes with the experimental data.

Each of the above procedures under development for analysis of supersonic
inlet flows offers advantages and disadvantages. The advantages of the zonal
approach are that it is well understood, very efficient, and it is usually
easy to sort out cause and effect relationships in a design study. This
usually means deciding whether to change the contours or the bleed system for
optimum performance. Disadvantages are that a complex coupling of the
component analyses is required, the analysis is restricted in application to
only a few types of geometries, and a number of flow phenomena of practical
interest cannot typically be predicted (local separation or a local subsonic
pockets).

The advantages of the Navier-Stokes procedures are that modeling of
complex viscous-inviscid interactions is unnecessary and that no restrictions
(theoretically) are placed on the flow phenomena or geometries which can be
computed. Major disadvantages are the high cost, difficulty in recognizing
and controlling numerical errors, the difficulty of applying the analysis
successfully, and the difficulty in making "bleed vs geometry" modification
decisions.




The potential advantages of space marching procedures are that complex
viscous inviscid interactions don't have to be modeled and that only a few
restrictions (no separation) are placed on flows or geometries which can be
analyzed. While this approach is less developed than the others, the
computing costs reported are disappointing. The method also appears to
position the shocks at shock/boundary layer interactions too far downstream.
Whether this can be corrected by mesh refinement (or other means) remains to
be determined.

PROMISING DEVELOPMENTS

Events which should lead to a significant improvement in our present inlet
flow analysis capability are:
o 1980-81 AFOSR-HTTM-Stanford Conference on Complex Turbulent Flows
0 New schemes to improve the efficiency of numerical solution
procedures
0 Wide availability of Class 6 computers

The Stanford Conference will make available a number of data sets reviewed
and selected by the 1leading experimentalists to support either improved
modeling or code validation. Current numerical procedures and turbulence
models will be applied to these data. The computed results will be evaluated
to gain insight into where further modeling or experimental work is required.
The Stanford Conference could be a significant step toward improved modeling
of 3-D viscous flow phenomena. A strategy should, however, be developed so
that improved modeling of 3-D flows of interest is not left to chance.

Tremendous progress has been reported recently toward the development of
algorithms which could reduce the cost of computing difficult flows down to a
level practical for design. These include implicit algorithms, self adaptive
meshes, and multigrid schemes. Automated numerical error assessment is
essential if we are to make much of the present analysis capability available
for design.

Class 6 computers are now commercially available. Vectorization of
existing algorithms on these computers has resulted in about an
order-of-magnitude reduction in the CPU time necessary for a given problem.
The large fast core available on these machines implies that greater mesh
densities or larger flow regions can be computed than before. The combination
of the new large computers and improved numerical algorithms should lead to a
substantial improvement in the range of flows which can be computed as well as
a marked reduction in the cost of computing a given flow.

CONCLUSIONS AND RECOMMENDATIONS

There is an increasing trend toward the use of parametric analysis rather
than parametric testing for inlet design. This trend, driven by the high cost
of wind tunnel testing, is expected to continue. We can, at present analyze
many 2-D and some 3-D inlet flows. Many of the available flow analyses are,
however, not being utilized for design. The high skill level required to
successfully apply many existing flow analyses effectively blocks their use
for design.
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Greater care must be taken to ensure that computed flow properties are not
contaminated with numerical errors. Analyses should be applied only to those
flow phenomena for which they have been validated. Adequate experimental
validation data for many flows (especially 3D flows) of current interest is
not available.
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ROTATIONAL FLOW IN A CURVED-WALL DIFFUSER DESIGNED BY USING THE INVERSE
METHOD OF SOLUTION OF POTENTTAL FLOW THEORY

Tah-teh Yang and Francois Ntone
Mechanical Engineering Department, Clemson University
Clemson, South Carolina

ABSTRACT

Curved wall diffusers designed by using an iaverse method of {
solution of potential flow theory have been shown to be both short i
and highly efficient. These features make this type of diffuser
attractive in thrust ejector applications. In ejectors, however,
the flow at the diffuser inlet is nearly a uniform shear flow. This
paper presents a method used in examining the flow velocity along
the diffuser wall and some of the analytical results for diffusers
designed with potential flow theory and receiving a rotational flow. !
The inlet flow vorticity and the diffuser area ratios prescribed in
the inverse solution of the irrotational flow are the parameters of
the study. The geometry of a sample ejector using such a diffuser
and its estimated thrust augmentation ratio are also presented.

INTRODUCTION

The existing "Clemson Inverse Design Program for Short Curved Wall Dif-
fusers”l is based on irrotational flow theory. Much experimental data have
been examined for inlet flows having thin boundary layers with core flows well
represented by potential flow theory, In such cases, experimentally obtained
wall pressure distributions agree with the theoretically prescribed distribu-
tions very well. 1In ejectors, however, the diffuser inlet flow is signifi-
cantly different from irrotational flow.

Based on the inlet velocity measurements reported by Hill and Gilbert?
it appears that diffuser inlet flow should be represented by a shear flow of
uniform vorticity. Under this condition (admitting a shear flow) the wall
pressure distribution could be significantly different from that which was
prescribed for the particular diffuser inlet design. Specifically, this
raises a concern about the presence of an adverse pressure gradient or a de-
celeration in diffuser wall velocity which may result from the inlet shear
flow. A moderate deceleration upstream of the suction slot may be overcome by
increasing the suction flow rate. A strong deceleration will result in flow
separation. A combination of large design area ratio and inlet wvorticity
could also result in a flow reversal at the diffuser exit because of the shear
flow requirement, even in an inviscid flow. It becomes apparent, therefore
that a method of calculating the wall velocity of a shear flow in this type
curved diffuser is necessary to assure no adverse pressure gradient along the
diffuser wall., And this will allow us to obtain the high thrust augmentation
benefit afforded by using a short, curved wall diffuser section in the ejector
design.
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METHOD OF SOLUTION

1. Equations of Motion

The coordinate system is defined by Figure 1. For axisymmetric flow,

continuity equation is:

L ) (D

w=1l23Y g u=-123¥ (2a,b)
r ar r 9x
Then equation (1) becomes: 9
Iav 127 1L ey 1 13y o
r2 9X r 9rdx r 9Xdr r r 3xX

In addition, Y satisfies the vorticity equation which in cylindrical co-

ordinates for an axisymmetric shear flow is:

Ju w
= " ar - B (3)
Substituting equations (2a,b) into equation (3) yields the following
2 2
3y Y _ 1 3y
o tTTTya T (4
3x 3r r

which is an elliptic partial differential equation.

2. Boundary Conditions

In the numerical solution of equation (4) for shear flow, we used the
same grid network as for irrotational flow., The boundary conditions used are

as follows.

(1) Inlet

At the diffuser inlet, there is a parallel flow in the x-direction,
and consequently u = 0. The ¥'s are obtained from equations (2a,b)

as follows

1oy _ Lay |
i w and % - 0
Therefore ¥ only changes with r, hence
4 o ur
dr

For shear flow,

W = Wy,iq ~ Br

therefore




Which yields
2 1 3

— weu R

1
¥ =5 Yo in T 3 Br (%)
E From equation (5), we have:
1 .2 1 3
1 ¥ea1l = 2 Rin Yo,in ~ 3 BRig (6)
where R = r(wwall)

For irrotational flow and uniform parallel inlet velocity Qipp » Ve
¥ have:
Rin
Y. = rq.
irr © lirr
At the wall:
1 2
(wirr)wall T2 Yire Rin 7

However, Y¥,.;; may not necessarily be equal to ( ¥jrr) yajl, which
means that for the same diffuser geometry, flow rates for the
irrotational and rotational (shear) cases may not be the same.

Define vy such that

Orrdvwa1l = YYeall
and then i
a.. = y@_ . -2BR ) (8)
irr 0,1in 3 in

For the shear flow solution, we will need to (i) specify, for the
inlet boundary condition, the valies of w, i, and y; (ii) obtain B
from equation (8); and (iii) specify the streamline according to
equation (5).

Another possibility is that both B and Wo,in are specified, and y is
v to be calculated from equation (8).

In the inverse design program if we have prescribed parallel
) but non-uniform irrotational flows at the inle* and the exit, then
the boundary condition at the inlet would be as follows:

2 "in "o,in 3 in

I R _Lpe3
(wirr)wall B [ Rin ¥ BR ]




(2)

(3)

(4)

(5)

For known B and w (eY can be calculated from the following
0,1

’

y = (wirr)wall
1 R? L L BR? (9
2 in To,in 3 in

and the streamlines can be calculated from equation (5).
Centerline

Along the centerline, we have ¢ = 0,

Wall, upstream of slot

Along the wall, upstream of the slot, we have ¥ = V¥ .y, , where
Ywall is the same as the one calculated at the inlet.

Wall, downstream of slot and inside of slot

Let 8 and Biyy be the fractions of the flow into the slot for the
rotational and irrotational cases respectively. These 8's are re-
lated to the stream functions as shown in the following expres~-
sions.

¥
i st
Birr = 1 - ¥ — (10)
irr,wall
and
6 = wwall - wst
wwall
or = -
wst \ywall(1 8) an

B is specified as an input to the analysis. The y values for lines
AB and AC in Figure 2 are determined from equation (10).

Diffuser Exit

Letting Qi;, = Volumetric flow rate at the diffuser exit for irrota-
tional flow and

Q = Volumetric flow rate at diffuser exit for shear flow

results 1in:

Q /(1 -8, ) =yQ/(1 - 8) (12)

It can be shown that for parallel flow

2 2(wirr)w.all(l - 8)

Yo,e = 3 BRystacy

+ 5 - (13)
YRysTAGU




3.

(6)

are obtained from the Clemson
is the center 1line
velocity at the diffuser exit. (R NSTAGS ® is the radius at the
stagnation point A of Figure 2.)

Here B is specified, ¥ and R
irr

Inverse Solution Computer Program, and

Exit of Slot

At the slot exit, a shear flow having vorticity B is assumed.

Referring to Figure 4:
R - Ro =y sin(90o - Q) =y cos a
or
R=Ro+yccsa (14)

The following development is to determine the stream function in the
slot.

I
ty T Yo T8 Ry (15)

But from Figure 3 we see that, q = qo,sl ~ By
and therefore
¥ =¢ +Rgq y + 1 (q cos a - R B)y2 -1 By3 cos a (16)
y st 0'0,sl 2 o,sl o 3
The ¢'s at the exit c:f the slot can be prescribed using equation
(F—RO)

(15) where y is replaced by _9, viz.

~1s a
1 1R ? 1 Ry a1 R ’
BY 4> RB-232 0 L p WeSL 0 454
wall 2 o cos a 3 COoS o
-R R -R 2 (17)
w,sl o, 1 "w,sl o
o cos o 2 coOs a

qo,sl -

R cos a

Computational Procedures

(n

(2)

(3)

(4)

For irrotational flow, prescribe q . parallel at inlet and exit of
diffuser. Prescribe a slightly increasing velocity distribution at
wall, upstream and downstream of the slot, with desired deceleration
across the slot region.

Solve the inverse problem for irrotational flow. The grid work in
terms of x's and r's and the velocity distributions at inlet and
exit of the diffuser and at the slot exit are then obtained.

Solve the rotational flow equation for ¥ using the previously dis-
cussed boundary conditions,

Solve for the velocity distribution at the wall, If the velocity
distribution at the wall 1is slightly increasing with an abrupt
deceleration across the slot, the diffuser geometry is satisfactory.
If there is a deceleration along the wall, change the irrotational
wall velocity distribution and go back to (2).
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Using equations (2a,b) we may compute the velocity distribution along the
wall from the vy distribution, i.e., with

2 2
RYARY] 13y
q —'\/: RG] (18)

In the wall velocity computation, the vorticity is to be specified as one
of the parameters at the diffuser inlet, and in ejector application this
parameter is determined from the mass ratio of the primary and the secondary
flow rates and the geometry of the mixing chamber. Using this method,
computations were carried out on the University's IBM 370/3033 digital
computer. Before a more generalized inverse design program is formulated, the
method outlined above will be used to examine the wall velocity distribution
to assure the absence of any adverse pressure gradient in ejector design. A
more detailed version of the analysis will be published as Mr. Francois
Ntone's thesis for a Master of Science Degree in Mechanical Engineering at
2 Clemson University, which is expected to be completed by May 1981. Results of
1 the sample computations using the above outlined analysis are presented in the
next section.

ANALYTICAL RESULTS

Figure 5 represents an axisymmetric diffuser having an area ratio of 2.5
to 1. Figure 6 shows the velocity distributions along the diffuser walls.
The circles denote the velocity distribution prescribed to the "Inverse Design
Program™ for irrotational flow, and the triangles represent the velocity dis-
tribution along the diffusers depicted in Figure 5. The second velocity dis-
tributions were computed for inlet shear flow having a nondimensional vortic-
ity value of 0.33 where velocity and length are normalized by inlet center
line velocity and inlet width respectively. It is apparent that even though
the prescribed diffuser wall velocity distribution upstream of the slot has a
strong acceleration, the wall velocity distributions may experience deceler-
ation in the diffuser when a shear flow is admitted. 1In actual operation a
flow separation would most likely take place.

Figure 7 shows three velocity distributions for the diffuser depicted in 4
Figure 5; thesse are specifically for inlet vorticity values of 0.33, 0.5, and
B 0.65. There is a significant change in the magnitude of the velocities, but
their gradients vary only slightly. As expected, larger vorticity results in
more deceleration. The larger change of wall velocity magnitude results from
the assumption in our analysis that the diffuser center line velocity is kept
constant, therefore the wall velocity decreases more when the inlet shear flow
vorticity increases more. Judging from the distributions of this figure, a ;
flow separation would likely take place in all three cases. Figure 8 shows f
the wall velocity distributions for the diffuser depicted in Figure 5, under :
the conditions of (i) admitting an inlet shear flow with a vorticity of 0.5
and (ii) three different slot suction rates. A suction rate Of 5.6% was the
design value., At a suction rate of 8.5%, the velocity gradient upstream of
the slot has not improved significantly in comparison to the distribution re-
sulting from the 5.6% suction flow. Perhaps none of these distributions will
yield a fully attached flow throughout the diffuser,
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Figure 9 shows a diffuser designed for irrotational flow and having an
area ratio of 2.5 to | with its suction slot slightly modified. Figure 10
shows the rotational velocity distribution along the walls of diffusers
depicted in Figures 1 and 5 with inlet vorticity of 0.5. Apparently, there is
no significant difference in wall velocity distribution for these two shear
flow inlet cases. Figure 11 shows a diffuser designed for irrotational flow
and having an area ratio of 2 to 1. Figure 12 shows wall velocity distribu-
tions for the diffuser depicted in Figure 11. The velocity distribution
represented by circles is for irrotational flow, and that represented by tri-
angles is for shear flow with velocity of 0.5. 1In this case hardly any decel-
eration is detected for the rotational flow, therefore, one should expect a
highly effective diffuser even when a shear flow inlet condition is imposed at
the curved wall diffuser inlet. Figures 13 and 14 are similar to Figure 12

1

and are for an area ratio of 1.5 to !.

SAMPLE EJECTOR

Now the variation of wall velocity distribution due to vorticity is
understood, and one may select ejector design parameters in such a way that no
deceleration takes place along the diffuser wall and the diffuser flow can be
maintained attached without excessive boundary layer suction.

Figure 15 shows an example of an air-to-air ejector for thrust augmenta-
tion with the area ratio of the secondary flow to the primary flow at the mix-
ing chamber inlet of 40 to 1, and the mass ratio of the secondary flow to pri-
mary flow of 12 to 1. This ejector has a static pressure of -1.25/psig at the
exit of a mixing chamber. From this pressure level one may use a highly
effective short diffuser with an area ratio of 2.2 to achieve an exit pressure
of the ambient level,

Based on the conventional definition of thrust augmentation ratio ¢ ,
namely; the momentum of the mixture of the primary and secondary flows at the
e jector exit to the momentum of the primary flow at the mixing chamber inlet,
this sample ejector has a vlaue of ¢ of 2.182. Since the short diffuser of
the sample ejector uses boundary layer control, an auxilliary ejector will be
used to achieve the necessary boundary layer suction. The removed air will be
discharged in the same direction as the thrust ejector and thus contributes to
the overall thrust. Therefore a modified thrust augmentation ratio ¢, , de-
fined as the total momentum at the ejector exit to the sum of the momentum of
the primary flows at the mixing chamber inlet and the suction chamber, must be
used for this type of ejector. We found that for the sample ejector, ¢, has a
value of 1.830 provided that a suction fraction of 10% is adequate for the
boundary layer control, and the mass ratio of the auxilliary ejector of 4 to 1
can be accomplished, These assumptions are considered to be reasonable. It
is noteworthy that the overall length of the ejector is much reduced relative
to the ones having diffusers designed by using the concept of incipient sepa-
ration., The performance level in thrust augmentation ratio compared favorably
to those reported in reference 3.

!
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AERODYNAMIC CHARACTERISTICS OF A SERIES OF AIRBREATHING MISSILE CONFIGURATIONS

Clyde Hayes
NASA Langley Research Center
Hampton, Virginia

ABSTRACT

Due to the interest in the application of airbreathing
propulsion to missiles and the lack of a suitable data base, an
experimental program has been conducted to contribute to such a
data base. The configurations investigated were with twin-inlets,
either two-dimensional or axisymmetric, each located at three
circumferential locations. The effects of a wing lTocated above
the inlets and of tail configuration were investigated. Longitu-
dinal stability and control and lateral-directional stability were
included in the data obtained.

This paper will present a summary of the program and some of
the results obtained. Certain trends of the data, as well as prob-
lem areas, will be discussed. Due to the large volume of data
obtained, a detailed analysis will not be presented.

INTRODUCTION

Since 1972, the National Aeronautics and Space Administration has parti-
cipated in several airbrfathing m;ssile gesearch“pgograms. These programs
have included the MORASS™, ALRAAM®, SASS®, AIAAM -, and the ASALM" configura-
tions. The results from these studies indicated that a more comprehensive
data base would be required to advance and develop new design techniques for
airbreathing missile configurations.

In 1977, Langley Research Center developed a parametric model series that
could be configured to cover a wide range of airbreathing missile configura-
tions (figure 1). The mo-“el components, shown schematically in figure 1,
included single and twin axisymmetric and two-dimensional inlets. The twin-
inlets could be rotated about half the body centerline from 0° to 45° from
horizontal. Various wing and tail configurations could be installed.

This model series has been tested with internal flow in the Langley
Unitary Plan Wind Tunnel and in the David W. Taylor Naval Ship Research & Dev-
elopment Center (DTNSRDC) 7' x 10' Transonic Tunnel without internal flow.
Figure 2 shows the extent of this investigation. In addition to the variables
shown in figure 2, a series of tests at both Langley and DTNSRDC have been run
with single tail surfaces deflected for pitch, yaw, and roll control.

This paper will present only a small portion of the findings of this
investigation. A comparison will be shown between the twin axisymmetrical and
two-dimensional inlet configuration, and the effect of various variables in
the twin axisymmetric inlet configuration.




SYMBOLS

The aerodynamic characteristics are referred to the body axis system.
The moment reference center was located at 50.0 percent of the body length.

A maximum cross-sectional area of body
c effective dihedral parameter (roll stability), Ay ,» where
1B EE /8 = 00'30
¢ = rolling moment
1 qAd
Ch directional-stability parameter, ACq where
B Ag /B =0°, 3°°
C = yawing moment
n QA
d maximum body diameter
M free-stream Mach number
q free-stream dynamic pressure
a angle of attack
B8 angle of sideslip
¢ angle of inlet orientation
DISCUSSION

The twin-inlet configurations are shown in figure 3. The geometries of
the axisymmetric and two-dimensional configuration are compared and the wing
and tail arrangements are shown. The wing could not be attached to the model
when the inlets were located at ¢1= 90°. Two vertical wing locations are
shown for the two circumferential positions for which the wing was used. A
tri-tail configuration was used for all the inlet circumferential positions.
For inlets in the 45° position, in addition to the tri-tail, an x-tail and
inverted tri-tail configuration were tested and are shown in figure 4.

Figure 5 shows the effect of inlet orientation angle on the longitudinal
aerodynamics for both the axisymmetric and two-dimensional inlets. The body-
intet-tail (tri-tail) configuration shows a variation of pitching moment with
angle of attack that tends to be a characteristic of this type of configura-
tion--very stable at high angles of attack with little or no margin of stabil-
ity near 0° angle of attack. The effect of inlet orientation was to decrease
the longitudinal stability as the inlets were rotated downward. The differ-
ence between the two inlet types was generally an overall lower stability lev-
el for the two-dimensional inlet as compared to the axisymmetric inlet. The
effect of the decrease in stability as the inlets were rotated downward is due
largely to the decrease in planform area at the aft end of the model. This
should also affect the directional stability, since the lateral area of the
model at the aft end is also changed.
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Figure 6 shows the affect on the directional stability to be about as
expected at low angle of attack (up to about o = 6°). It should be noted that
the change of inlet orientation angle from 90° to 115° showed little affect on
pitching moment with a large change between 115° and 135°, while the variation
of directional stability varied more directly with inlet orientation angle.
Above about o = 6°, the vertical tail surface becomes ineffective and the mod-
el is directionally unstable at angle of attack above about 12°. The change
in lateral area also affects the lateral stability and the model was laterally
unstable with the 135° inlet orientation angle.

Figure 7 shows the longitudinal aerodynamic characteristics of the body-
inlet-tail and body-inlet-wing-tail compared for three different tail config-
urations. These configurations are with the axisymmetric inlets at 135°
orientation angle. While the configuration with the tri-tail shows rather
nonlinear pitching moment characteristics, the x-tail configuration provides
a much more linear variation, in fact, without the wing the curve is essen-
tially a straight line for the range of angle of attack of the tests. With
the wing added, the curve is somewhat less linear, but the configuration
remained stable for the range of angle of attack. The third tail configura-
tion, an inverted tri-tail has unsatisfactory stability characteristics.

Figure 8 shows the effect of pitch control deflection for the winged con-
figuration. The left half of the figure is from the previous figure. The
right side shows the effect of -10° pitch control deflection. The tri-tail
configuration would trim at an angle of attack above 20°, but has an unstable
range of angle of attack. The x-tail, despite its stability level, trims at
20° angle of attack and has a more linear pitching-moment variation. The
inverted tri-tail shows a straightening of the pitching-moment curve appar-
ently due to the loss of effectiveness at high angle of attack.

Figure 9 shows the lateral-directional stability of the tail winged con-
figuration. Generally, the x-tail and inverted tri-tail show lateral-
directional stability throughout the angle-of-attack range. The tri-tail
became laterally unstable at high angles of attack and was generally unstable
laterai:y throughout the angle-of-attack range.

CONCLUDING REMARKS

Due to the interest in the application of airbreathing propulsion to
missiles and the lack of a suitable data base, an experimental program has
been conducted to contribute to such a data base. The configurations investi-
gated were with twin-inlets, either two-dimensional or axisymmetric, each
located at three circumferential locations. The effects of a wing located
above the inlets and of tail configurations were also investigated. Longitu-
dinal stability and control and lateral-directional stability characteristics
were obtained as part of the experimental program. Some of the more general
observations regarding the aerodynamic characterisics of the model can be
made:

(1) The configuration tested showed a trend which consisted of a
variation of pitching moment with angle of attack, that the model was
very stable at high angles of attack and with little or no margin of
stability near 0° angle of attack.
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(2) Rotating the inlets downward tended to decrease the longitudinal
stability, while increasing the directional stability, and
decreasing the lateral stabilty.

(3) Of the three tails tested, the x-tail configuration provided the
best performance, the most linear pitching-moment curve, sufficient
pitch control effectiveness and positive lateral-directional
stability.
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Figure 2. - Test matrix of UPWT airbreathing
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PARABOLI1ZED RAVIER-STOKES PREDICTIONS FOR

THREE-DIMENSTONAL VISCOUS SUPFRSONIC FLOWS

S. Swaminathan,* M. D. Kim,*
R. A. Thompson,** and C. H. Lewis+

Virginia Polytechnic Institute and State University
Aerospace and Ocean Engincering Department
Blacksburg, Virginia

ABSTRACT

A parabolized Navier-Stokes Code (HYTAC) is used to pre-
dict the supersonic, laminar or turbulent viscous flow about &srbi-
trary geometries at moderate angles of attack, and the results are
compared with those from other viscous and inviscid codes. The test
cases presented in this paper include the exte¢rnal flow over a su-~
personic, blunt nosed inlet, a slab delta wing and an elliptic body
at various Mach nurbers. The results for the inlet are compared
with the results from a viscous shock-laver code (VSL3D) and they
show good agreement. The slab delta wing surface pressure ccmpares
well with the results from an inviscid code (STEIN) and with experi-
mental results. The surface heat transfer for this case is in good
agreement with the results from a boundary layer code using strcam-
line tracing (TRACE) and with experimental results.

INTRODUCTION

The design and successtul flight of high speed inlets and complex 1lift-
ing and reentry vehicles can be aided by the use of accurate and efficient
computational fluid dynamics. 1In this paper, results of computer analyses
of three bodies of complex shapes are given. The first body considered is a
supersonic blunt nosed inlet, designed to operate at Mach numbers from 4 to 7
and at angles of attack up to 10 degrees (Figure 1). The inlet is a sphere-
cone with an afterbody of smooth curvature. The second body is a slab delta
wing with 80 degree sweep angle (Figure 2). This wing has a nose radius of
0.5 inch and is designed to operate at a Mach number of 9.6 at various angles
of attack. The third geometry is an elliptic body, which has a spherical
nose of 0.3 feet radius and an afterbody with elliptical cross section
(Figure 3). The change from spherical to elliptical cross section is graduval,
and the final cross section of 2:3 ellipse is achieved within 8 to 10 nose
radii. This body is designed to operate at Mach numbers of about 20. Flight

*Graduate Student
**Senior Undergraduate Student
TProfessor




performance under all the above conditions requires a thorough understanding
of the aerodynamic forces and the surface heat transfer and of their in-
fluence on the vehicle trajectory and structure.

The flowfield over such general bodies can be quite complicated. The
blunt nose generates a bow shock and within the shock layer, depending on
the body geometry, imbedded shocks and expansion waves may exist. At moderate
angles of attack there could be a large region of crossflow separation. The
flowfield over these bodies under such flow conditions can be numerically
predicted by solving the steady, three-dimensional Parabolized Navier-Stokes
(PNS) equations. This method has a great savings in computer time compared
to the solution of full Navier-Stokes equations. The PNS equations are para-
bolic in the streamwise direction and elliptic in the crossflow direction
which makes it possible for this method to solve the crossflow separated re-
gion. The derivatives are written in the conservative form which makes it
possible to capture the imbedded shocks in the flowfield.

In recent years the three-dimensional viscous shock-layer approach
(VSL3D) ! and the Parabolized Navier Stokes method (PNS)?~" have been applied
to various problems. The VSL3D equations are parabolic in both streamwise
and crossflow directions and are solved by efficient methods which require
substantially less computing time than the PNS method. The VSL3D' method can
be applied to general geometries to obtain the flowfield solution over the
entire body when the angle of attack is not too high. For high angles of at-
tack, the PNS methods are more efficient in handling crossflow separation.

In this paper, the general bodies noted above have been analyzed by dif-
ferent methods and the results are compared. The HYTAC code, developed by
Helliwell and coworkers,"’> has been used to analyze all three bodies. The
inlet has been analyzed by HYTAC, and the results are compared with those from
VSL3D! . The results for the slab delta wing are compared with those from an
inviscid plus streamline heat-transfer code (BLUNT—STEIN—TRACE)6'9 and ex-
perimental results.!®

The HYTAC code uses a body-normal, shock-normal nonorthogonal coordinate
system (Figure 4). In this coordinate system the body and the bow shock are
£-T coordinate surfaces. The second coordinate n is body-normal and shock-
normal and always orthogonal to the & and & coordinates. At the body no-
slip boundary conditions are used and the enthalpy is specified. At the shock,
the freestream velocity vector is transformed into the computational coordinate
direction, and then the Rankine-Hugoniot jump conditions are used. The
governing equations are solved by implicit differencing in the n-f plane. A
Gauss-Seidel iteration procedure is used in solving the equation.

ANALYSIS

Generation of a suitable computational grid is one of the important steps
in the numerical solution of flowfields. In the present study, a body-oriented
nonorthogonal coordinate system (£,n,7) has been used. The first coordinate,
£ 1is along the body in the primary flow direction (Figure 4). The third
coordinate lines (T) are constructed to be normal to the § coordinate on
the body surface, and this facilitates easy calculation of body forces and
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moments and easy introduction of surface boundary condition. The second co-
ordinate (n) is constructed normal to both & and ¢ -coordinate lines in
the region between the body and the shock surfaces. The shock surface is
taken as a £~ coordinate surface (n=1) and the n-coordinate lines are both
body-normal and shock normal. A body-oriented cylindrical coordinate system
is used as the reference coordinate system for the interpretation of the body
geometry, shock shape and every grid point. In this sytem, the & and [
coordinates will not be orthogonal to each other in the region between the
body and shock surfaces.

The steady three-dimensional parabolized Navier-Stokes equations are
written in nondimensional form in a general curvilinear coordinate system.
In the equations for the stress tensor components, all the derivatives with
respect to & were neglected. The resulting equations are parabolic in the
£ coordinate direction and elliptic in the crossflow direction. The governing
equations are solved by implicit differencing in the n-Z plane. The £ de-
rivatives are approximated by a backward difference, while the n and [
derivatives are written in terms of an unequally spaced three-point dif-
ference scheme. The equations were linearized by the Newton-Raphson method
and subsequently solved by Gauss-Seidel iteration.

| 1
"
1
1
|
1

At the surface boundary, no-slip conditions are used and the enthalpy is
specified. Pressure on the body surface is obtained from the v-momentum e-
quations. At the plane of symmetry, = 0 and 180 degrees, w and g3 are
antisymmetric while all the other variables and metrics are symmetric. At {
the shock Rankine-Hugoniot jump conditions are used as the boundary condition.
Since the shock standoff distance is also an unknown, the continuity equa-
tion is used as a sixth equation.

For a numerical procedure using a marching scheme, the construction of an
accurate initial data plane is important in obtaining the correct solution of
the whole flowfield. The entire flowfield, coordinate and metrics at the
initial data plane have been generated using a viscous shock-layer method.

The coordinate and metrics for the body-normal, shock-normal coordinate sys-
tem have been generated from the two-step body-normal data of the shock-layer
solution by the method described in References 4 and 5.

= T e s -

DESCRIPTION OF GEOMETRY AND FREESTREAM CONDITIONS

The various geometries included in this study are blunt nosed supersonic L
inlets, an 80-deg swept slab delta wing and an elliptic body. 1In this section 4
the details of the geometries and the freestream conditions under which they )
are analyzed are explained.

The inlet is a blunt sphcre-cone with an afterbody of smooth curvature.
The blunt nose has a radius of 0.5 inch and the cone angle is 12.5 degrees.
The afterbody is expressed in analytical form and the complete inlet is
shown in Figure 1. In the present study, the external flowfield up to the
cowl lip has been analyzed. The analysis of the inlet is done for a free-
stream Mach number of 7 at 0 and 5 degrees angles of attack. Although the
program has a capability to analyze a laminar flowfield, in this case turbu-
lent flow is assumed and a two-layer eddy-viscosity model is used. The wall
temperature is assumed to be constant, and the analysis is done for two
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different temperatures. The details of the freestream conditions are given
in Table 1.

Surface heat—-transfer and pressure distribution over an 80-deg swept
slab delta wing have been studied for a Mach number of 9.6 at zero and 10
degrees angles of attack. The wing has cylindrical leading edges, and a
hemispherical nose of 0.5-inch radius. The length of the body is about 15
nose radii. The details of the geometry are given in Figure 2. In this case
the laminar flow regime has been considered, and the surface temperature is
about 540R.

The elliptic body has a spherical nose of radius 0.3 feet and an after-
body with elliptical cross section. The change from spherical cross section
to the elliptical cress section is gradual and is finally achieved after 8 to
10 nose radii. The final cross section obtained is a two by three ellipse.
This body has been analyzed for a freestream Mach number of 20. The analysis
is done for laminar flow and for a surface temperature of 800R. The details
of the gecmetry are given in Figure 3, and the freestream conditions are
given in Table 1.

RESULTS AND DISCUSSION

INLET GEOMETRY

Figures 5 and 6 show the variation of surface pressure and heat transfer
for the inlet geometry at zero zngle of attack. The surface pressure pre-
dictions agree very well with results from a viscous shock-layer code (VSL3D).!
The surface heat-transfer predictions by HYTAC is higher than those from
VSL3D by about 30 percent. Figures 7, 8 and 9 show the axial velocity, static
pressure and enthalpy profiles for this case. From these profiles it can be
seen that the HYTAC code is capable of capturing the imbedded shocks.

Figures 10 and 11 show the variation of surface pressure and heat trans-
fer for angle of attack 5 degrees for various ¢ angles. The solution could
be obtained only up to 61 nose radii, and it was found that at this point
axial separation occurred. This can be verified from the plot of axial shear
stress variations as shown in Figure 12. At this point the surface slope of
the body is about 20 degrees.

SLAB DELTA WING

The computed surface pressure from HYTAC and STEIN are compared with ex-
perimental results for both £ = 0 and 90 deg (Figures 13 and 14). For both
cases the results are in good agreement. Figures 15 and 16 show the comparison
of surface heat-transfer results from TRACE and HYTAC with the experimental
results for { = O and 90 deg. The predictions are good in the nose regions
for both the cases. For the downstream region, HYTAC predicts a lower heat
transfer for both cases. The predictions by TRACE seem to be in error in the
far downstream region at g = 90 deg. This may be due to the fact that the
computed streamlines diverge from leading edge.

Figures 17 and 18 show the surface pressure results from STEIN and HYTAC
for a = 10 deg for both ¢ = 0 and 90 degree planes. For { = 0, the results
are compared with the experimental values, and both HYTAC and STEIN underpredict
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the surface pressure. Experimental results are not available for J = 90
degree plane; however, the results from HYTAC and STEIN agree very well,

Figures 19 and 20 show the surface hcat-transfer results from HYTAC and
TRACE for o = 10 deg for both 7 = 0 and 90 degree planes. The results for
the nose region agree well with the experimental values; however, both codes
underpredict the surface heat transfer in the downstrecam region.

FLLIPTIC BODY

Figures 21 and 22 show the variation of surface pressure and heat trans-
fer for various ({ planes for the elliptic body. Both the surface pressure
and heat transfer are higher at the windward plane. Since the spherc-cone
tangent locations depend on I, a patching is needed to obtain a smooth varia-
tion. This procedure resulted in a slightly concave region for T = 0 and
' 30 deg (Figure 31). The increase in surface pressure between s = 1.5 and
' 2.5 is due to this concavity in the geometry.

_.,ﬁ
— eee w= BE B WS

CONCLUDING REMARKS

The capability of HYTAC in predicting the three-dimensional viscous-
supersonic flows over three geometries has been shown by comparison with ex-
perimental results and results from a viscous shock-laver code indicates that
HYTAC can accurately solve the flowfield over axisvimetirc and nonaxisymmetric
geometries. Although HYTAC requires more computing time, it is capable of
solving the crossflow separated region. However, by lcoking at the results
for the inlet geometry, it can be seen that HYTAC is unable to solve flow-
fields with axial separation. 1In this particular case, even though the flow
is attached for zero angle of attack, at meoderate angles of attack like 5
degrees, the flow separates on the leeward side. In order to snlve the
separated flowfields, the time dependent Navier-Stokes equations must be solved.

Comparing the results for the inlet for zero angle of attack, with those
from VSL3D shows that the VSL3D is able to solve the flowfield in less time. 3
Although the surface pressure results are in good agreement, the surface heat-
transfer results from HYTAC is higher by 30 percent. Due to lack of experi-
mental data, the computational results could not be verified.

Both HYTAC and STEIN predicted the surface pressure over the slab delta
wing reasonably accurately. The results for zero angle of attack agree very
well with the experimental results. Both HYTAC and STEIN underpredict the
surface pressure for 10 degree angle of attack. For the nose region the sur-
face heat-transfer results from TRACE and HYTAC agree very well with the ex-
perimental results. For the downstream region, the prediction by TRACE seems
‘ to be in error, and this is due to the fact that the computed streamlines di-
: verge from leading edge.

3 The results for the elliptic body could not be compared with other re-
sults due to a lack of data. HYTAC predicts higher heat transfer and surface
pressure at the windward plane. Because of the presence of a concavity in the
geometry near the sphere-cone tangent point for L = 0 and 30 degrees, the sur-
face pressure results are higher at these locations.
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In summary, methods have been shown which can predict supersonic viscous
flowfield over complex three~-dimensional bodies at angles of attack up to
about 15 degrees.

NOMENCLATURE
gij coordinate metric tensor i, j = 1,2,3
H total enthalpy, H*/h_
h static enthalpy, h*/h_
M, freestream Mach number
) pressure, p*/pmpi
Pref reference pressure, mei
q* dimensional heat-transfer rate
Rem,Rn freestream Reynolds number
Rn nose radius of curvature
STINF Stanton number, §*/0 U, (Hy - H:)
s surface distance coordinate measured along the body, s*/R:
T temperature, T*/Tm
U dimensional freestream velocity
u velocity component along & coordinate, u*/U°°
v velocity component along TN coordinate, v*/U°°
w velocity component along ¢ coordinate, w*/Um
Z,r,¢ body-oriented cylindrical coordinate system
I angle of attack, degree
8. cone half angle, depree
u coefficient of viscosity, U*/Um
p density, p*/p°°
n coordinate, body-normal, shock-normal direction
E coordinate, along the body
z coordinate, normal to § and p on the body surface
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Subscript

W wall value

0 stagnation condition

© freestream condition (dimensional qnantity)

Superscript

* dimensional quantity
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Results of a Government and Industry
Survey of the Heating Methods Used to
Determine Missile Structural

Temperatures

The design and development of missile structures in an elevated temperature environment
(Mach 2 to 6) has been demonsirated on many fligh 1es1 and production programs. The
approaches to structural design at elevated temperature were varied; each tailored to the
unique, immediate technical challenges and schedule milestones facing the program
manager. A conservative formulation was evolved to deal with elevated temperature
effects and configuration complexities associated with the project at hand. A good
structural design requires the expertise of many specialists and cuts across several
technologies. A government and industry survey on structural design criteria and heat
transfer analysis procedures to account for the effects of elevated temperatures was
completed. This paper presents a summary of the results of the heating methods currenily

J. W. Stulz

Laad Engineer-Thermodynamucs,
MDAC-St. Lours,
St. Louis, Mo.

INTRODUCTION

Future missile systems designed to operate in
the supersonic/hypersonic flight regime will encoun-
ter high structural temperatures due to the combina-
tion of aerodynamic heating on the external surface
and combustion heating within the vehicle. Accurate
prediction of the thermal environments and resultant
structural temperatures is important for the selec-
tion of materials and the design of the vehicle
structure. In the past three decades significant
advances have been made in the development of heat
transfer methods and experimental procedures for hy-
personic vehicles. Some of these methods and pro-
cedures are being used to design current and future
missile systems.

A government and industry survey (questionnaire
plus selected field trips) was completed to provide
a better understanding of how these methods and pro-
cedures are used in missile design criteria. The
survey was organized according to the various in-
wvolved disciplines. It was distributed to 37 govern-
ment and industry organizations actively working in
the design of missile systems. Twenty-seven com—
pleted or partially completed responses were return-
ed. This paper presents a summary of the results
for aerodynamic heating, convective heating and
structural temperature analysis.

AERODYNAMIC HEATING

A begter understanding of the aerodynamic heat-
ing methods used to predict migsile structural tem
peratures is a key factor in developing sound design
criteria. A typical missile flow field structure
and relsted serodynamic heating region is presented
in Figure 1. Aerodynamic heating is the primary in-
put that deteraines the missile skin temperatures,
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internal structural temperatures and temperature
gradients. The subject has been studied both exper-
imentally and analytically over several decades with
most of the effort devoted to high supersonic and
hypersonic flight regimes. With the advent of com—
puters and high speed flight heat-transfer data, sub-
stantial improvements have been made in the techno-
logy. Current missile program plans require improve-
ments in the methodology for missiles operating in
the Mach 2 to 6 flight regime.

EXPANSION
SHNOCKS

SEPARATED FLOW
VORTICIES

STAGHATION
FLow
e ta Te
—— SHOCK WAVE
SOUMNDARY LAYER
—— INTERACYION
WNLET
oucT
FLOW
TURBULENT
PRESSH BOUNDARY LAYER

Fig. 1 Typical Missile Flow Field Structure

Fundamentally, a rigorous heating method should
apply across the entire speed regime. This is true
for the classical heat transfer methods; however,
the semiempirical techniques used by industry for
rapid and economical predictions require calibration
for the specific flow regimes and/or vehicle configu-
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rations. The serodynamic heating portion of the sur-
vey wvas designed to provide an updated understanding
of the principal methods used by government and in-
dustry personnel. Results of the survey have been
organized into selected flow regions to provide a
clear picture of the methods employed. Table 1 con-
tains the questions included in the survey together
with brief summaries of the answers.

Windward Region
The windward region discussed herein is defined

as the main body of the vehicle that has a positive
flow deflection angle. The methods used to predict
temperatures in these regions are very important.
The temperatures are used to help select materials
that will meet the design requirements with a mini-
sum penalty on vehicle performance and cost. Per-
haps the most severe structural temperature gradi-
ents (both in-board and peripheral), and therefcre
thermal stresses, are produced in this region. id
calculate the heating the engineer must choose a
flow field method that properly defines the inviscid
flow. The choice is often difficult because of flow
discontinuities created by the engine inlet. Ela-
borate computer codes have been developed to solve
for the flow fields, but they are cumbersome and
expensive. For engineering analyses the most useful
solutions are based on simple body shapes such as
flat plates (wedges), cones, hemispheres and cylin-
ders. Several heating methods exist for these shapes
and are used throughout the industry.

Participants were asked to identify (Table 1,
Questions 1.1 and 1.2) which flat plate and cone
heating method they use for laminar and turbulent
flow. A majority of those surveyed use Eckerts
reference enthalpy method (Reference 1) for both
laminar and turbulent flow on a flat plate. The
second and third choices for turbulent flow were
Spalding-Chi (Reference 2) and Van Driest (Reference
3) respectively. For heating on a cone the respon-
dents selected Eckerts reference enthalpy method on
a flat plate with corrections for cross flow. The
second and third choices were Lees and Reshotko (Re-
ference 4) respectively.

Stagnation Region

The stagnation region discussed below is divid-
ed into two flow regimes: (1) stagnation point and
(2) stagnation line. The stagnation point generally
experiences the highest heating of any location on
the missile. Fortunately, however, the high heating
is limited to a small region near the stagnation
point. Materials selected for use in this region
must be capable of operating at or very near the
peak recovery temperature which is determined by the
missiles Mach-altitude trajectory. Perhaps more ex-
perimental heat transfer data have been obtained for
the stagnation point and immediate region than any
other flow regime. Excellent correlations exist be-~
tween theory and experiment. The stagnation line
includes the leading edge region of wings, fins, en-
gine inlets and other lifting or control surface
that protrude from the main body. Viscous flow over
these surfaces can be laminar, transitional or tur-
bulent depending on the freestream conditions. The
similarity of flow between the stagnation line and
the stagnation point, together with, the large amount
of test data, have provided an excellent correlation
between theory and data.

Participants {n the questionnaire were asked
to identify which stagnation heating method they
used (Questions 1.3 and 1.4). For laminar flow at

the stagnation point the method defined by Fay-
Riddell (Reference 5) was the overwhelming choice.
For laminar flow on the stagnation line the partici-
pants vere evenly divided between Lees and Fay-
Riddell. For turbulent flow, a8 majority use the
method of Beckwith and Gallagher (Reference 7) fol-
lowed closely by the method of Detra and Hidalgo
(Reference 8). A small number of participants use
flat plate methods such as pgug, Van Driest or Col-
burn with corrections for cross flow.

Boundary Layer Tranmsition

Boundary layer transition has been, perhaps,
the most studied and least understood viscous flow
phenomenon. For over 70 years the subject has been
studied both analytically and experimentally. vast
amounts of data have been generated, evaluated and
correlated. Correlations have been made with prac-
tically every known parameter. However, it ap-
pears that a solution is no closer than the early
work by Tollwien (Reference 9) or Schlicting
(Reference 10). It has been suggested (B.M. Ryan,
Reference 11) that today's transition criteria
are subject to change based on tomorrow's data--
until a basic understanding of the phenomena is
achieved.

The choice of a transition criterion is impor~
tant for the successful design of the missile ra-
domes. Thermal stress levels can exceed the struc-
tural capabilities of current domes and an incorrect
choice of the transition criteria can lead to unac-
ceptable design margins. Respondents were asked in
the questionnaire to identify which transition cri-
teria they use for heat transfer calculations (Ques-
tion 1.5). A majority of those surveyed use the
local Reynolds number method. The second most com-
monly used is the momentum thickness Reynolds nuxzber
method. The two methods are basic approaches to es-
timating transition and usually produce a conserva-
tive design. The gsurvey did not uncover any partici-
pants using a complex correlation parameter such as
those developed during the Shuttle program. Also,
in a number of the responses the participants stated
that they assume all turbulent flow. In summary, it
appears that most of the participants choose to fol-
low a conservative approach to the thermal design of
a radoume.

Design Heating Methods

Design heating methods discussed below refer to
the methods and procedures used to obtain aerodynamic
heating for three levels of design (preliminary, de-
tailed and final). The missile engineer has several
options available to assist him in predicting aerody-
namic heating: (1) computer programs, (2) wind tun-
nel data, (3) flight data, and (4) handbook charts
or curves. Experience has shown that the use of a
specific option in the preliminary design phase can
significantly influence the final design. For ex-
ample, preliminary design calculations are often
used well into the design phase. Changes are al-
lowed during the detailed design phase and are
usually based on test data. If planned tests can-
not be accomplished on time and the data reduced,
the preliminary design calculations become final.
It is therefore important to understand the level
of detail the engineer uses to predict aerodynamic
heating for preliminary, detailed and final design
analysis.

Respondents to the questionnaire were asked

to identify their preferred methods for predicting
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heating for preliminary, detailed and final design
(Questions 1.6, 1.7 and 1.8). For preliminary de-
sign a majority use a computer to predict heating
vhile a significant minority indicated that they use
parametric curves or design charts. For detailed
design, a majority indicated that they use a com-
puter to predict heating and wind tunnel data to
verify their theoretical wodel. Nearly all partici-
pants indicated that they use a computer model for
the final design phase. In summary, the evolution
of thermal analysis for a missile design is as fol-
lows: (1) a rough computer model using basic shapes
to estimate the configuration for preliminary design,
(2) a refined computer model which has been verified
and/or modified with wind tunnel data, and (3) a
final computer model for design verification and any
off nominal trajectory calculations.

Secondary Heating

The questionnaire included two aerodynamic heat~
ing topics normally considered of secondary impor-
tance in missile design heating analysis. The topics
which are discussed below are: (1) entropy layer ef-
fects and (2) surface roughness effects. Entropy
layer effects on aerodynamic heating have been shown
to be most important for the supersonic/hypersonic
flight regime (see Figure 2). In the nose region a
normal or near normal shock must be crossed and the
loss of total pressure in the inviscid flow combined
with variable surface pressures create a complex
analytic problem. The prediction of heating in this
region requires a complex computer solution that can
be expensive. A simple flow model can be used if
the surface pressure is known. The approach consists
of calculating the heating based on properties ob-
tained from a specified shock angle followed by an
expansion to the local pressure. The questionnaire
addressed this subject (Question 1.9) to determine
in what phase of the design the participant considers
entropy effects important. The majority indicated
that they consider entropy effects during the detail-
ed design phase. A large number indicated that they
did not consider entropy effects until final or the
verification phase. Also, a significant number did
not include entropy effects at any point in their
analysis.
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Pig. 2 Entropy Effects Increase
Windward Heating Rates

Surface roughness effects become increasingly
important as the missile flight speed 1s increased.
Ablation from the radome surface increases the sur-
face roughness thereby promwoting boundary layer
transition. The participants were asked to identify
the design phase in which they give consideration to
surface roughness (Questions 1.10). The majority
consider roughness effects during the detailed de-
sign phase. A much smaller group considers rough-
ness effects only during the final design. A signi~
ficant group did not consider roughness effects im-
portant.

Methodology Work

Substantial improvements have been made in aero-
dynamic heating technology through the use of high
speed flight data. The major emphasis has been in
the hypersonic flight regime (re-entry vehicles).
Missiles under current development in the Mach 2 to
6 flight regime (and potentially higher) could bene-
fit significantly from improvements in heat transfer
methodologies. The improvements are needed to re-
duce the uncertainty in predicting skin and struc-
tural temperatures to provide a payoff in design mar-
gins. To assess the current level of methodology
work throughout the industry, the participants were
asked to identify any work currently in progress or
recently completed by their organizations (Question
1.11). A majority of participants indicated that
their organizations were not currently working on
and had not recently completed any heat transfer
methodology development. A small number indicated
that their methodology work consisted of updating
existing in-house computer programs. Although a
number of participants responded with brief abstracts
of methodology work from their organizations, only a
small number were identified as applicable to the
Mach 2 to 6 missile flight regime.

Flow Fields

A typical missile flow field structure can be
complex and the engineer must choose the proper meth-
od to define the shock layer and downstream flow pro-
perties. From these properties, the recovery temper-
ature and the serodynamic heat transfer coefficieats
are calculated. Although elaborate computer codes,
such as the Method of Characteristics, have been de-
veloped to solve the flow field problem, they are
cumbersome and expensive to apply. For engineering
analysis, the most expedient flow field solutions
are often based on simple body shapes such as flat
plates, cones, hemispheres and cylinders. The en~
gineer must choose which basic shape best approxi-
mates the flight vehicle configuration. The engi-
neer must also choose which analysis tool (elaborate
computer code, computer code with basic shapes or
parametric curves) to use for preliminary, detailed
or final design analysis. The participants were
asked to identify in what phase of design (prelimi-
nary, detailed or final) they use a computer program
to solve for the flow field structure (Question
1.13). A majority use a computer program during
the detailed design phase. The second choice was a
tie between the preliminary and final design phases.
In summary, it appears that the participants con-
sider a good description of the flow field structure
essential for all phases of design analysis.

Special Areas
The special areas of aerodynamic heating that

require an increasing amount of attention due to the
higher Mach number regimes are: (1) leeward side
(separated, reattached and vortex flow), (2) inter-
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ference regions (fins, wings and duct inlets), and
(3) protuberances and gaps.

Leeward Side. The flow on the leeward surface
can be attached, separated or under the influence of
strong vortices. Attached and separated flow heat-
ing rates are relatively low due to the low pressure
expansion region. Heating predictions in these re-
gions are extremely difficult due to the complex flow
structure. Vortices can start in the boundary layer
and extend into the inviscid flow region depending on
vehicle geometry and stream parameters. Associated
vith vortex flow is a reattachment region which has
significantly high heating rates. Both the onset of
vortex flow and the increase in heating are very dif-
ficult to predict.

Participants in the questionnaire were asked
to define the methods they use to predict heating in
these regions (Question 1.14). A majority indicat-
ed that they prefer to use wind tunnel data. If no
data are available for their particular configura-
tion, they search the literature for applicable cor-
relations. Several participants use multiplying fac-
tors which are applied to an equivalent flat plate
heating value.

Interference Regions. Interference regions dis-
cussed below refer to heating on fins, wings and duct
inlets and the region near their attachment to the
missile body. Substantial experimental work has
yielded several semiempirical techniques that can be
used to estimate the heating (see Figure 3). The
heating is principally due to higher local pressures
induced by the shock boundary-layer interaction.
These regions are very important to structural design
engineer due to the increased temperatures.

Participants were asked to identify their pre-
ferred methods for predicting heating in these re-
gions (Question 1.15). The majority prefer to use
vind tunnel data supported by, or compared with, data
correlations published in literature.
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Fig. 3 Interference Heating Correlation

Protuberances and Gaps. Missile surfaces are
usually smooth with minimum flow disturbances. How-
ever, as the flight Mach number increases, local
heating becomes more severe and protuberances and
gaps can become increasingly important. Protuber~-
ances (forward and aft facing) can be created when
tvo materials with different thermal expansion coef-
ficients are joined. A protuberance can increase
the local heating and produce a higher temperature
region on the structure. Also, to allow for thermal
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growth at these higher Mach numbers, gaps in joints
must be incorporated. The gaps can increase the heat-
ing in the joint and affett the structural design.

Participants were asked to define their pre-
ferred methods for heating in protuberances and gaps
(Question 1.16). A majority prefer to use wind tun-
nel data compared with data from the literature.

The second most used method is to apply a safety
factor to the undisturbed value in the region of
the disturbance.

In summary, for the special areas of aerodynamic
heating where complex flow over the missile cannot be
evaluated analytically, the participants prefer to
use wind tunnel data augmented by or compared with
empirical correlations from literature.

INTERNAL FORCED AND FREE CONVECTION

Internal forced and free convection can have a
large influence on missile structural and component
temperatures. In many cases, heating from internal
flow and combustion is the dominant heat source.

Inlet and Ducts

Inlet and duct flow can usually be characterized
as an internal boundary layer developing under both
adverse and favorable pressure gradients. While much
research has been done in the general area and com-
puter programs are available for performing these
calculations, rarely is a detailed boundary layer an-
alysis used in predicting design temperatures. Cor-
relations such as Bartz (Reference 12) and pipe flow
were found to be the most popular methods among the
participants (Question 1.17). These methods are
generally applied with some conservatism early in
the design process with the predicted structural de-
sign temperatures being modified to correlate with
experimental data as they become available.

Combustor and Nozzle

Prediction of structural temperatures in the
combustor and mozzle regions may involve the con-
sideration of forced convection, wall radiation, gas/
particle radiation, and thermochemical reactions.

Due to the complexity of the forced convection in
these regions, recourse is usually made to turbulent
pipe flow and correlations such as Bartz. A ma-
jority of participants in the survey use the Bartz
correlation (Question 1.18). Analyses in these re-
gions are usually conservative with the degree of
conservatism decreasing when design verification test-
ing is performed. Conservatism ig generally applied
in the heat flux calculation and/or in sizing the
insulation/ablative material or cooling system.

FPree Convection

Where free convection is considered important,
the majority of participants use the classical text-
book analysis for horizontal and vertical surfaces.
A large number of those surveyed do not consider free
convection important. in most structural areas (Ques-
tion 1.19).

STRUCTURAL TEMPERATURE ANALYSIS

Thergal Models
Methods and procedures used to calculate mis-
sile structural temperatures are additional factors
in developing sound design criteria. It is im-
portant to understand the following: (1) how ther-
mnal models are formulated, (2) how node size and
spacing are deterained, (3) what wethod is used to
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analyze heat transfer across interfaces, and (4) how
uncertainties in material properties are included in
the wnalysis. For thermal modeling, the participants
wvere asked to identify the design phases (prelimi-
nary, detailed or final) during which they use two
and three dimensional models (Question 2.1). The
preferred approach is to use two-dimensional wodels
for preliminary and detailed design and three-
dimensional models for detalled and final design
calculations. Engineering judgement is used for
selecting node size and node spacing (Question 2.2).
For interface conductance (Question 2.3), the results
indicate that most engineers prefer using test data.
Generally, most engineers have a variety of computer
programs available to perform conduction calculations.
Most of these programs are based on the finite dif-
ference method. The finite element method is being
used mostly in large analyses, particularly when a
transfer of temperature data to a structural finite
element program is necessary.

Major uncertainties in computing conduction
within structural members are the material properties
(conductivity, density and specific heat). The sur-
vey indicated (Question 2.4) that the majority of
engineers use conservative values for material pro-
perty data. A significant number evaluate the sen-
sitivity to material properties to arrive at a safety
factor. The way in which the material properties are
factored depends on what condition is critical to the
structural component (i.e., maximum temperature or
maximum temperature gradient).

Radiation Heat Transfer

Radiation heat transfer between structural mem—
bers becomes more important as the flight Mach number
increases. The participants were asked to identify
the methods they use to calculate internal radiation
exchange factors (Question 2.5). Most participants
use a computerized detailed view factor modeling
analysis; such as the Thermal Radiation System Analy-
zer (TRASYS) computer program. A significant number
use handbooks or standard textbooks to determine the
view factors.

Heating Uncertainties

Procedures used to include heating uncertain-
ties in structural temperature analysis were in-
vestigated. Participants were asked to describe
their method or procedure for including heating un-~
certainties in the detailed design structural tem-
perature analysis (Question 2.6). A majority in-
dicated that heating uncertainties are included with-
in their thermal models (use conservative assump-
tions) and the results are used as limit require-
ments. The second most used approach is to apply a
constant factor to the calculated heating rate. The
third choice selected is to use the most severe tra-
jectory for detailed temperature analysis.

SUMMARY

Results of the questionnaire survey indicate
that uncertainties are frequently not specifically
accounted for in structural temperature analysis.
Mort engineers surveyed prefer using a computer dur~-
ing all phases of design (preliminary, detailed.and
final). Depending upon the complexity of the pro-
blem they use two and three dimensional models and
use engineering judgement to determine node size and
aode distribution. The thermal models incorporate
conservative values for material property data. Heat-
ing imputs to the models use conservative assumptions

e SE—

and are often based on a sensitivity analysis. Most
analyst prefer using test data for all areas of
thermal uncertainties. 1

This work was performed under Air Force contract
(Contract F33615-79-C-3211).
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TABLE 1
SUMMARY OF SURVEY QUESTIONNAIRE

RANKING OF ANSWERS

QUESTION CONSEASUS SECOND THIRD
.1 IDENTIFY WHICH FLAT PLATE HEATING METHOD YOU USE? [LAMI4AR _ ECKEPTS REFERENCE Ewtwmey | A - S
: TURBOLENY [eckeaTs REFERENCE TENTRALPY [ SPALDTNG-THI ["vAn oR1EsY
.2 TOENTIFY WnICH CONE WEATING METHOD YOU USE? rmm FLAT PLATE/CROSS FLOW LEES RESHOTKO
CORRECTIONS
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SUPERSONIC COMBUSTOR INSULATION
ABLATION ANALYSIS AND TESTS

Robb W. Newman and Harold G. Fox
Johns Hopkins/Applied Physics Laboratory, Laurel, Maryland

ABSTRACT

The design of passively cooled, hypersonic tactical missiles poses many
severe structural problems whose solutions are beyond the current state-of-the-
art. Specifically, the heating conditions in the supersonic combustor of such
a missile approach those in the throat section of rocket motors but are more
damaging to most materials because the flow is oxidizing rather than reducing.

Carbon-carbon materials are being considered for the supersonic combustor
wall structure because they have attractive strength-weight characteristice at
elevated temperatures. Since these materials have poor oxidation resistance,
metal loaded carbon-carbon materials which form an oxidation resistant layer are
also being considered. In order to design such a combustor, the designer must
be able to accurately predict the erosion rate of candidate materials so that a
realistic balance can be achieved between weight and performance. This paper
addresses the problem of thermochemical erosion of graphitic materials, the
development of procedures for the analytic prediction of these erosion rates
in a combustor environment, and experimental procedures used to validate the
analytical model and evaluate candidate combustor liner materials.

INTRODUCTION

Previous reviews and evaluations of graphite ablation theory and experimental
datal’2 have been conducted for blunt body atmospheric reentry analyses as part of
the Aerospace Nuclear Safety Program. Although these references are slanted to en-
vironmental conditions and configurations entirely different than those under
consideration herein, the basic theory and simplified model are applicable. There-~
fore, it was the objective of this study to modify the existing model in order to
consider the oxidation of graphite wall materials in the presence of a supersonic
combustor environment during a flight profile.

During the powered flight portion of the ramjet trajectory, the fuel is burned
in varying mass ratios with air, releasing heat and by-products in the combustor
chamber. The resulting high temperature gas mixture flows through this pipe-like
configuration at supersonic velocities while transferring heat to the combustor
wall. The heat transfer rate at this interface has been determined from an empirical
correlation which will be discussed later.

In review, the basic ablation process occurs as follows:

When the wall temperature reaches a certain level, which depends on the surface
material's reactivity, a heterogeneous chemical reaction (oxidation) between the hot
boundary layer and the surface material ensues. 1In this first ‘“reaction-rate
controlled” regime, the surface oxidation rate increases exponentially with surface
temperature (e.g., by an Arrhenius kinetic mechanism). Reaction-rate control
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persists with increasing surface temperature until the diffusional transport of
oxident to the surface becomes too slow to maintain the exponential increase in
reaction rate. This "transition regime" extends to the temperature level where
the surface reaction becomes completely diffusion controlled. At this condition,
the reaction is said to be in the diffusion-limited regime and is characterized

by surface oxidation occurring in stoichiometric proportions (the stoichiometry
depending on the products formed). As the surface temperature continues to in-
crease, the oxidation rate remains diffusion-limited until a critical temperature/
pressure condition is reached at which the graphitic material also begins to sub-
lime. In this sublimation regime the mass loss rate again increases exponentially
with surface temperature as dictated by the partial pressure of the vaporizing
carbon species.

For our combustor ablation model, the sublimation regime has been neglected.
This simplification has been assumed because sublimation of graphite materials
have been observed to begin at approximately 5500°R, which is a temperature well
above the maximum expected surface temperature under consideration for the tra-
jectories presently being evaluated.

THE REACTION-RATE CONTROLLED (KINETIC) REGIME

Experimental surface reaction rate data are normally presented in the Arrhenius
plane, i.e., logmyvs 1/T, in an attempt to correlate the data with the empirical
Arrhenius rate equation,

n
m, = Pow k, exp (-E/RT) 1)

where my is the carbon mass loss rate, ko, is the "frequency factor" or "reaction
rate constant", n 1s the order of the reaction, E is the activation energy, and
Pow is the partial pressure of the oxidant at the surface.

Scalad in an attempt to bracket the available data on graphite, utilized a
set of "slow" and "fast" values for E and ko with n = 1/2. Subsequently Metzgera,
based on the experimental arc-jet data on ATJ, formulated a third set that resulted
in rates between the "fast" and " slow" values of Scala and labeled as the 'moderate'
rates. The resulting values are?

k, = 9.65 x 105 1b/(ft 2- sec-atml/2)

E = 44,000 cal/mol

R = 1.98718 cal/mole - °K (universal gas constant)

T,, = wall temperature, °K
Presently, there are no reported experimental data on carbon-carbon to arrive
at similar reaction constant values for this matrrial. Therefore, the above
values for ATJ graphite are employed as the first approximation for the E and kg
of carbon-carbon for our present model.

Nagle5 and Strickland-Constable6 have reported rate constants for the oxida-
tion of pyrolytic graphite (PG). They fit their experimental data to a surface

reaction mechanism proposed by Blyholder, Binford, and Eyring7. The mechanism was
developed to explain the observation that the oxidatirn of PG appears to follow at

,
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least two different rate equations. At temperatures below 1000°K (134G°F), the
oxidation can be described by a rate equation with an activation energy of 25

to 30 kcal/gmole. The rate of oxidation reaches a maximum in the region between
1000 and 1700 K (1340 to 2600°F), then decreases, and at still higher temperatures
again increases with an activation energy from 70 tc 90 kcal/gmole.

It is assumed that two types of surface active sites are present on PG. Type
A sites, the more reactive sites, support the oxidation reaction at low temperatures.
At higher temperatures some Type A sites are converted to less reactive type B
sites, accounting for the temporary decrease in the oxidation rate in the inter-
mediate range of temperatures. This mechanism is described by a set of three
elementary reactions wherein CO is assumed to be the only product:

. { \
(1) A+0,~> A+2C0 m, (1) = kyPo X/ {1 *+ kg Po |
(i1) B+ 0, » A+ 2C0 m, (ii) = kg T (1-X)
(iii)A + B m, (iii) = kX
where
X = Fraction of surface covered with Type A sites
(1-X) = Fraction of surface covered with Type B sites
P°w = Partial pressure of oxygem, atm (= P, * ooz)
¢°2 = Mole fraction of oxygen
kA,kB,kz,kT = constants
where
P
k 0
B O, T
The total rate of reaction is
P
k, 0
. A W
= — - 3
ny = Ton 7, X + kg Pow (1-X) (3)
zZ Yy

in gram atoms carbon/cmz-sec. Values for the reaction rate constants were obtained
by finding those values which best fit the experimental data:

kA = 20 exp (—50,000/RT) gram—atoms/(cmz-sec—atm)

kg = 4.46 x 1073 exp (-15,200/RT) gram—atom/(cm2~sec-atm)
Ky = 1.51 x 107 exp (~97,000/RT) gram-atom/ (cm>-sec)

k, = 21.3 exp (+4,100/RT) 1/atm
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TRANSITION AND DIFFUSION LIMITED REGIMES

In the transition regime the mass loss rate is computed from,
, 4 12 -1
m. 1,12, (%)
thry 2 4 0

r
which is for a 1/2-order reaction (Reference 1) and where o, is the mass loss
rate in the diffusion-limited regime.

The evaluation of graphite surface ablation throughout all the thermo-
chemical regimes is summarized by the non-dimensional oxidation term called the
"mass transfer parameter',R, which is defined as

g’ = ﬁ/puch (5)
where
m = the mass loss rate
puC, = heat transfer coefficient
Ch = Stanton Number
and for the diffusion limited regime
8y = fp /(puCy) (6)

Equation (6) can be re—arragged to obtain the mD from the "diffusion limited
mass transfer parameter', Bp

my = (puC,) B} )

where (puCh) and Bﬁ can be independently determined, which will be discussed
later.

The mass loss rate 2quations for each of the thermochemical regimes are
combined by means of the Mickley-Spalding blowing relationSto forn the following
equation to determine B' (which is essentially the solid carlon to free stream gas
mixture mass ratio),

m/mD
g = (1 + 86) -1 (8

REACTIVITY OF CARBON

At elevated temperatures, and, to a first approximation, irrespective of
the nature of the carbon, the reactivity is the greatest in oxygen and least in
hydrogen, as summarized in Table % (Reference 9). This table also reveals that
the C + 0y reaction is roughly 10~ times as fast as the C + C0O, reaction at around
1900°R. Based on this finding, our model assumes that the carbon wall reacts only
with the 07 remaining in the by-products of the Shelldyne-H/air* mixture and CO

*Shelldyne-H 1is the fuel under consideration. See Appendix A for properties.
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’ ' is the only by-product of the solid carbon reaction according to
' 2¢ + 0, > 2C0 9
Table 1

Approximate Relative Rates of Carbon + Gas
Reactions at 1931°R and 0.1 Atm

Reaction Relative Rates
C + o, 1

c+o0, 1 x 10°

C + H,0 3

C + H, 3x 1073

DIFFUSION-LIMITED MASS TRANSFER PARAMETER (Bp))

The diffusion-limited mass transfer parameter, 86, is essentially the solid
carbon to free stream gas mixture mass ratio at stoichiometric proportions. With
the assumption that the solid carbon only reacts with the Oy in the free stream
and CO is the only by-product, the basic reaction equation is

=

c+ L -8 .f “ER-C

700.21 - 0.198ER) M. 's 14 Hyg * 0.198:ER-0) + 0.79°N, +

rh

(0.21 - 0.198-ER) 0, =+ CO + (Shelldyne H/air less 02) (10)

The relationship defining Bﬁ as a function of the fuel/air equivalence rai .c

(ER) can be derived with the utilization of this reaction equation. After futtha:

' rearrangement of terms and the substitution of molecular weights, the B)) equation
reduces to

(0.1748 - 0.1648 ER) (11)
= (1.0 + 0.0730 ER)

Figure 1 presents the variation of BD versus ER per equation (11). When the ER
equals zero, the BD is essentially equal to the diffusion limited value for air
(0.1748).

COMBUSTOR HEAT TRANSFER CORRELATION

Over many years of combustor testing at APL, heat transfer measurements have
been taken for varied geometries and different fuels. It has been the intent of
this data gathering exercise to correlate the average heat flux values from these
tests against a heat release parameter which is proportional to the effective
equivalence ratio (EReff) for any given fuel. This heat release parameter is
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equal to the product of the fuel-air ratio (f), the lower heating value of the
fuel (hg), and the combustor efficiency (n).

Figure 2 (from Reference 10) presents the correlation of the normalized
wall heat flux parameter as a function of the heat release parameter (the ERg¢f
scale for Shelldyne-H is also incliuded.) The normalized wall heat flux para-
meter is equal to

w_bh
(q,/A0 2
Aci :
where:
qy = Wall heat flux
A = Wall area
w
Aci = Combustor inlet area
&a = Air mass flow rate
4&h = Average gas to wall enthalpy difference
Noting that by definition
puC, = (qy/Ay)/bh (12)

the combustor heat transfer coefficient can be determined for any air mass flow
rate (wp) and a specific combustor geometry cross sectional area (A.,' from this
Ps

empirical correlation instead of an analytical approximation such as Bartzll.

The air mass flow rate in the supersonic combustor is determined from the
continuity equation in the following form,

. 1/2

w, = PAM 8L

a wec \\RTg,
where

Pw =  Pressure at the wall

Ac =  (Cross-sectional area of combustor

M =  Mach Number

R = Air mixture gas constant

’I‘g =  Average total temperature of the air mixture
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Fig. 2 Correlations of wall heat-flux parameter with heat-release parameter.
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THERMOCHEMISTRY DATA DETERMINATION

The thermochemical erosion of graphite materials is dependent on infermation
denoted as thermochemistry data. This data consists of the mass transfer
parameter (B') and the enthalpy of the gas mixture at the graphite wall interface
’ (hy) tabulated for different wall temperatures (T,) and pressures (P,). The
ablation model reviewed in the previous sections is now utilized to calculate
the B' for varying T, and P, for a specific supersonic combustor design and fuel
equivalence ratio (ER).

A basic procedure leading to the calculated B' is:

1. For the desired ER, the 86 and the oxygen wole fraction of the by-
products mixture can be determined for the Shelldyne-H/air fuel
mixture (See Appendix A for Shelldyne-H properties);

2. TFor the specific combustor design (A, M, Tg), the air mass flow rate
can be determined for varying Py;

3. The heat transfer coefficient between the free stream gas mixture
and the combustor wall can then be determined from the heat flux
correlation for the ER and wy,;

4. The mass loss rates for each of the thermochemical regimes (depending
on PG or C/C) is determined for varying T, and Py;

5. B8' can be determined.

The relationship between B', h,, Ty, P, is generated by means of a thermo-
chemical computer code (NOTS)*“. The calculations are based on equilibrium
thermochemistry where solid carbon is the fuel reacting with the hydrogen,
carbon, nitrogen, and oxygen constituents of the gas mixture. Twenty-one
species have been considered in the equilibrium calculation in which their
thermochemical data are from the JANNAF tabulations where all enthalpies are
referred to the base at 298.16°K, 1 atm and the elements in their natural state.

COMPUTER PROGRAM g

The above procedure has been incorporated into a computer program. A new :
version of the NOTS (NOTS-CMA)12 code has been created with modifications and ;
the addition of a subroutine for the sole purpose of generating the thermochemistry :
dati3in the proper input format for the heat transfer analysis computer program
CMA*~,

Figure 3 presents the calculated B' for various Shelldyne-H ER's over
carbon-carbon material. In each case, the 8' levels off at the diffusion
limited value. For any specific ER, the effect of P, on £' is negligible
above 2500°R. However, for the case of Shelldyne-H over PG, its an entirely
different result. Figure 4 presents the B' for the ER = 0.5 case showing, not i
only a variation with wall pressure, but, more importantly, the mass transfer :
parameter reaches a maximum in the temperature range of 3500-4000°R then drops. 1
The oxidation of PG is kinetically controlled (not diffusion limited) and behaves "
in a peculiar manner per the previous discussion. Since CMA requires that the
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B' versus T, be monatonically increasing, B' is bounded at a maximum and min-
imum slope as shown in Figure 4 and a range of surface ablation is calculated.

EXPERIMENTAL RESULTS

The development of high performance supersonic combustor materials re-
quires an understanding of the mechanical and chemical processes taking place
at the ablating surface of various materials. This is impossible to obtain
from analysis alone and requires some experimentation. Consequently a series
of tests were performed at the McDonnell Douglas High Impact Pressure (HIP)l4
arc heater facility to simulate sea level and high altitude cruise conditions
in a supersonic combustor.

f The purposes of these tests were to evaluate candidate supersonic com-

3 bustor materials and to obtain mass loss and surface temperature data for
comparison with analysis. A total of 40 models were tested, with each model
nominally 0.5 inches wide by 0.5 inches thick by 1.25 inches long. A model

; was placed on each arm of an eight arm turret (Figures 5 and 6) and injected
into the arc jet. Thirty-two of the models were tested at a 10° angle-of-

. attack for 75 s each at a nominal brightness temperature of 5000°R (e=1)

using a similated Shelldyne ~ air mixture to approximate high altitude cruise

1 conditions. Eight models were tested for 40 s at a 25° angle-of-attack using

1 a Shelldyne - air mixture to simulate sea-level conditions. Surface brightness
temperature was measured at four locations along the model centerline (0.25,
0.55, 0.85 and 1.15 inches from the leading edge) using optical pyrometers.

The model backface temperature history was measured at the 0.85 inch position
using a tungsten-rhenium thermocouple. Model recession histories were obtained
from 16 mm movie films of the model profile.

Several materials were used to determine which were best suited for scram-
jet engine combustors. Particular interest was given to metal impregnated carbon-
carbon (C-C) materials which in theory form protective metal oxide layers, re-
tained at the surface by high viscosity silica compounds also added to the
specimens. A summary of the processing treatments and composition of metal and ]
silica additives for each specimen is presented in Table 2. In addition, some
reference materials including virgin C-C, pyrolytic graphite (PG) coated C-C,
pyrolytic graphite/silicon carbide (PG/S~C) coated ATJ graphite, and ATJ-S i
graphite were also used. E

§
4

A summary of the mass recession loss rate results is presented in Figure 7
for the long-range, high altitude tests and Figure 8 for the sea-level test. In i
the high-altitude tests there is no particular trend in the metal additive corpo- §
sition or process and there appears to be no benefit from metal additives. On
the contrary, the limited data suggests metal additives have increased the re-
cession rate. Except for model #21 (ZR(.6) - Si(.2) - B(.2)/RH), the pyrolytic
graphite is clearly superior.

: that the metalized C-C samples (24, 14 and 2) are the same or worse than the {

. plain C-C sample number 45. Moreover, PG and PG/SiC had much lower recession
rates. Although it appears that the metalized C~C materials offer no significant
improvement over other combustor materials, shear stresses on the surface were
slightly higher than desired and may have altered the performance that these
materials would experience in a real combustor application.

%f The recession rates for materials tested at the sea-level condition show
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Fig. 6 Profile view of model (top camera).
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' Table 2 Material Specimen Number Identifications for HIP Tests
. o PR Processing Precursor and Phase
] Lsiliic ddditives Composizion ' Ad AL RIl B [ A
2e(L6) =51 (.2)-B(.2) 15 @5 23 Gy (39
! l 17 22 24] 38 40
S 26(.8)=81(.1)-B(.1) D
1K 14
1 2r(.6)-51(.2)-Ti(.2) 25)
i
g
¢ -
i 2r(.8)=5i(.1)-Ti(. 1) s
: 19 .
) HE(.6)-S1i(.2)-B(.2)
ﬁ .
1£(.8)-81(.1)-B(.1) ©)
4
& HE(.6)-$1(.2)-Ti(.2) ©®
i
]
HELL8)=51(.1)-Ti(.1) @
1
i
3
4 | Gon-netallized specimens (pitch only) are 5
- @ @ |
}.' Coge
4
i T
i u () - Runs 1554 & 1535
i . TR () - Runs 1558 & 1599
) . = Resinace - LoC - -
f 2 = Resinate - Oxide [-l Run 1564
i o= Alkery - Oxide
y
+‘-"'..'=.'.'>?:'«: ‘1 parentheses refer to uole rraction of the metal additive.
Hoareriats are listed from top to bottom in order of increasing theorerical
1 CLoraeoriness, ;
3
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COMPARISON OF MEASURED AND PREDICTED MATERIAL RECESSION

Results from the HIP tests have been compared with predicted inalytical
values of recession and surface temperature and agree to within 55;3 qﬁqz
test conditions analyzed were for an ATJ-S specimen place@ at a di ) ang ® rmo-
of attack in air at 5620°R at simulated high altitude cruise conditions. e
chemical properties of carbon-carbonwere obtained from the ESTblcomipute:u:face
assuming no CO0p in the chemically reacting products near the a 22 igo N zcoi
The rational for this assumption is based on the fact that tﬁe ( K§Ch ”
reaction rate is much faster than the (2C0 + 0y ~ 2C0) reaction rate(;vi i
turn, is much faster than the (2CO0 + 0, 2C0) rate. Consequenﬁly, C haicz
duced and then swept away from the reacting surface before it has a ¢

to react with 0Op, to form COZ'

The analytical model consists of a 0.5 inch thick piece of ATJ-S, insulated
‘rom a 0.5" steel support by a 0.02" layer of zirconium dioxide (Figure 9).
Measured surface temperatures were obtained from black body optical pyrometer
temperatures assuming an ATJ-S surface emissivity of 0.78 at 0.9y,

Predicted surface temperatures compare favorably with optically measured
temperatures during the first 20 to 30 seconds of the test (Figure 10). After
this time however, measured temperatures decrease sharply and are no longer in
good agreement with predicted temperatures which continue to increase. The
reason for this is that as the specimen ablates it recedes out of the freejet
main stream and into the cooler boundary layer. Therefore, only the first 20
te 30 seconds of the test are a valid simulation of actual combustor conditions,
and data taken after that should be ignored.

Surface ablation rates measured during this test, compare well with predicted
recession rates throughout the test (Figure 1), Both experiment and analysis
indicate ablation begins between 6 and 11 seconds and continues at a constant
rate throughout the test. Constant recession rates of 0.0027 and 0.0024 inches/
sec have been measured and compare with a slightly higher predicted rate of 0.003:
inches/sec. The somewhat surprising aspect of this data 1s that measured re-
cession rates remain constant even at times greater than 30 seconds, when the
surface temperature is decreasing and the heated surface is moving into the free-
jet boundary layer. This seemingly inconsistent behavior can be explained as
follows: In general, ablation rate is expressed as B' . puCy (Equation 7),
where B' is the diffusion mass flux ratio expressed as a function of the material,
its surface temperature and pressure, while puCy is the enthalpy based heat
transfer coefficient. For ATJ-S the ablation rate is diffusion limited at
temperatures above 2400°R, which means B' is constant about 2400°R. Since
surface temperatures remain above 2400°k for most of the test (Figure 10), B'
is a constant. However, in order to have a constant recession rate, puCy must
also be constant. Apparently, as the surface recedes into the cool thermal
boundary layer, the effect of decreasing stream velocity (u) is offset by a
decrease in the reference length, since the effective distance to the leading
edge is decreasing as the leading edge leaves the freejet main stream. The
good agreement between experimental and analytical surface temperatures and
ablation rates give us added confidence in our analytical model.
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Appendix A
Shelldyne~H Fuel Properties

The ramjet fuel under comsideration for the hypersonic missile
is the hydrocarbon fuel, Shelldyne-H (Cj4 Hjg). Some of its basic
properties are:

Density =  67.5 #/£t3
Stoichiometric fuel-air ratio (fg) = 0.072832
Lower heating value = 17,890 Btu/#

Table A-1 preseants a tabulation of the mole percent of various by-
products of combustion for varying equivalence ratio (ER) of the
Shelldyne-H/air mixture. The mole percent of 0; by-product versus
ER 18 plotted for two different free stream air total temperatures of
1080°R and 3780°R in Figure A-l. The approximate curve fit of oxygen
mole function for use in our analytical model is

(Ooz)moles = 0.21 - 0,198 ER
which is also plotted in Figure A-1 for comparisom.

Figure A-2 presents the variation of combustor total gas temperature
versus free stream air total temperature for varying equivalence ratio.
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Table A-1

Mole Percent of Products of Combustion
Shelldyne-H + Air

=R 0 .3 .4 .5 .6 .7 .8 9 1.0
T°R_ 1080 2638 2830 3197 3539 3845 4008 4281 4392

0, 21.0 14.45 12.28 10.1 7.9 5.8 3.9 2.32 1.20

N, 79.0 77.78 77.35 76.9 76.4 75.8 75.2 76.4 73,5

o, 0 4.70  6.23 7.74 9.2 10.6 11.6 12.1 11.96 ?
co 0 0 0 0 .03 .17 .58  1.46 2.87 i
BO 0 3.02 4.0 4.96 5.9 6.8  7.54  8.25 8.85 .
t
B 0 0 0 0 0 .01 .02 .06 .11 |
HO 0 0 0 .03 .10 .22 .37 .50 .54
0 0 0 0 0 .01 .04 .09 A2 .12
NO 0 .05 14 .28 45 .59 .66 .63 .50 f
i
B, 0 0 0 0 0 .02 .07 .17 .36 %'
i
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COMPUTATION OF THREE-DIMENSTONAL VISCOUS FLOW OVER

BLUNT LIFTING BODIES AT HIGH ANGLE OF ATTACK

K. Y. Szema* and C. H. lewis#**

Virginia Polytechnic Institute and State University
Aercospace and Ocean Engineering Department
Blacksburg, Virginia

AESTRACT

The viscous shock-layer equations for threec-dimensional
hypersonic flows of a perfect gas or equilibrium air over lifting
bodies at high angles of attack have been developed. For the complex
three-dimensional reentry vehicle geometries of interest, the re-
sulting equations are written in a nonorthogonal, body-oriented
coordinate system, and the three velocity components are defined
in the nonorthogonal coordinate directions. Since the viscous
shock-layer governing equations are parabolic in both the strecam-
wise and crossflow directions, the equations are solved by a highly
efficient finite-difference scheme. The principal advantages of
this technique are (i) the numerical method can be used to predict
the flowfield about arbitrary geometries in both subsonic and super-
sonic regions, (ii) the solution is direct, and (iii) the effects of
inviscid-viscous interactions are uniformly valid throughout the
shock layer. Numerical solutions have been obtained for a 1:1.4
(perfect gas), 1:2 ellipsoid in a perfect gas or equilibrium air
and the nose portion of the shuttle orbiter at zero, 10 and 25-deg
angles of attack. Comparisons were made with inviscid sclutions
and existing experimental data, and the agreement is good for all
the cases.

INTRODUCTION

Various analyses are available to investigate the flowfields and wall-
measurable quantities for hypersonic flow past an axisymmetric blunt body at
different angles of attack. However, the effects of the noncircular body
geometry can be significant, and the main purpose of this study is to develop
a technique to predict hypersonic viscous flows over a noncircular body at
typical planetary entry conditions.

Recently a numerical method for 3-D laminar, transitional and/or turbu-
lent hypersonic flows of perfect gas over a blunt body, used for planetary
probes, has been investigated! at different angles of attack by using an

*Research Associate
**Professor
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implicit finite-difference viscous shock-layer analysis. However, that
analysis is valid for axisymmetric bodies only. For the complex three-
dimensional lifting reentry vehicle geometries of interest, the resulting
equations are written in a nonorthogonal body-oriented coordinate system,

and the three velocity components are defined in the nonorthogonal coordinate
directions. This procedure is different from writing the equations in an
orthogonal coordinate system and explicitly performing a coordinate trans-
formation. Since the viscous shock-layer equations are parabolic in both the
streamwise and crossflow directions, the equations were solved by a highly
efficient finite-difference scheme'>?. The principle advantages of this
technique are (i) the numerical method can be used to predict the flowfield
about arbitrary geometries in both subsonic and supersonic regions, (ii) the
solution is direct, and (iii) the effects of inviscid-viscous interactions
are included within a single set of governing equations which are uniformly
valid throughout the shock layer.

-— we=m Pu

The basic formulation of the problem is presented in Section 2. Boundary
conditions at the body surface and immediately behind the shock are given in
Section 3. Coordinates and method of solution are presented in Sections 4
and 5, respectively. The results are discussed in Section 6, and the con-
clusions are presented in Section 7.

BASIC FORMULATION

The basic equations are derived from the steady Navier-Stokes equations
in general body-oriented tensor form (Figure 1). One of the coordinates,
£1, is chosen in the general axial direction, and another, £2, in a direction
normal to the body, and the third, £3, around the body. The coordinate sys-
tem requires orthognality only at the body surface. The normal velocity v
and normal coordinate £2 are assumed to be of order € , and all terms which are
of higher order than € are neglected. The methods of obtaining these equa-
tions are discussed in detail elsewhere’>®. The nondimensional form of the
viscous shock-layer equations that are applicable in the present case can be
written as follows:

Continuity Equation:

kLD SN RS N
se. (Pug?) + 57 (ove®) + 57— (owg®) = 0 &) ;
1 2 3 4

El-Momentum:
Ju Ju ] 2 1 1 j
pu SEC + pv TN + pw 3. topu 2uv 12 %
1 2 3

1 21 1 2 |1 y
+ 2uw 13 +v 2 2 + 2vw ‘2 3 + w 33 %
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. o2 [_1_ - %Z_ +u ?__; (2)
€22 >2 2 (13

£

~Momentum:

2

v v dv_ 2 {2 } { 2 }
Pu 3€1 +  pv 352 + pw 353 + p [u { 11 + 2uv 1 2

+ 2uw

1
€22

£3-Momentum:

{f3} +V2<22J'+2“’{223} o {3%}]

-
s, 0 (3)

pu %gi + pv %g; + S w %%; + D[%Z {131} + 2uv {132}/t 2uw {133}

2 (3 3 2 (3 822 [ F
CRa P BRI AN s 3}] e L g
2
- W
o5 gg_]HZ[L(ag_g_w__g] @
1 822 2 =2 3E})

Energy Equation:

ah dh dh 3P 3P

—— __._.+ ——— - —_— e

pu 851 + pv 352 pw 3€3 [ u agl + v 352
3P 2| 1 ? H ah u 9%h
v |t Y g, \ % \Pr) 3, YR L2
€3 822 2 r 2 r 352

g 2 g g 2

2 11 du 3 %u ow 33 3w

+ U — —_— + 2 —= —— = 4 —= Yo (5)
) { [ 822 (352) By 5 9% 22 (352) :, }
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It should be noted that the Prandtl number is assumed constant for a
perfect gas and is a function of pressure and temperature for a gas in chemi-
cal equilibrium.

Equation of State
p = p(p, h) (6)
For a perfect gas, Equation (6) has the analytical form
p = yp/[(y-1)RT]

where Y 1is the ratio of specific heats. For the chemical equilibrium as-

sumption, the functional relation may be given by a table cr an approximate
analytical expression (curve fits) which are given in detail in Reference 4.

In the governing equations {jlk} are Christoffel symbols of the second

kind, and the matrix g;; can be obtained numerically from the grid generation
procedure. J

BOUNDARY CONDITION

In order to solve the above set of governing equations, it is essential
to specify appropriate boundary conditions at the body surface and at the
shock. At the body surface (wall), no-slip and no-temperature-jump conditions
were used. Consequently, u, = v,, = w, = 0, and the wall temperature or heat-
transfer rate was specified. The conditions immediately behind the shock were
obtained by using the Rankine-Hugoniot relaticns. However, before those equa-
tions may be applied, the tangential and normal ccmponents of the velocity
must be found. These componentg are obtained by the method of Rakich®. An
grthogonal set of vectors with N a unit vector normal to the shock surface and
T a tangent vector is considered. The N-T plane is parallel to the direction
of freestream U_. Then the two-dimensional Rankine-Hugoniot relations are
used to calculate the conditions behind the shock. The total velocity can be .
written as

> > >
U=0U_,T+U_N

T N
‘ [ Uz-sz sing
, %\ e )W\ /] _,
i 1 ]
‘ [ U_-bN ;
; r r Lesg a .
: + LUT ( " + UN c )d &
‘ [ UQ—bN¢ cos@ Tan$ ~ ;

-+ - ——— e A
UT 3 UN < e¢ (7)
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where a, b, ¢, ¢ and & are given by Rakich®. After the velocity behind the
shock has been calculated, it is necessary to rotate these compunents into a
body- normal nonorthogonal coordlnate Lsystem This is done by expressing the
vectors e_, e e, in terms of in the & £ irecti

t Z’ ¢ gl, gz’ g3 e )19 )2’ €3 d r tions

- 4 -1 - -
FA dz_ or o¢
ez;‘ ‘ 9, g, Too) g
. f
A b } 8z dr_ 3¢ >
F 95, %, %€,y gz‘.
i : '
S 9z 3r_ 9¢_ o
"o s, 8¢, T bE, g3 (8)

— - — —_—

Using Equation 8, the shock velocity components in the body-normal non-
orthogonal coordinate system are determined.

COORDINATE GENERATION

Based on the general curvilinear coordinate governing equations, a body-
oriented nonorthogonal coordinate system is constructed. This is first done
on the surface of the body, where £, = 0, and then extended to the points
away from the surface of the body. The coordinate system requires ortho-
gonality only at the body surface, and the 52 coordinate is always orthogonal
to £ and £3. The approach used is an extension of that presented by Blottner?
and a detailed discussion of a similar procedure can be found in Reference 3.

METHOD OF SOLUTION

Davis7 presented an implicit finite-difference method to solve the
viscous shock-layer equations for axially symmetric flows. Murray and Lewis?
extended the method of solution to three-dimensional high angle of attack
conditions. The present method of solution is identical to that of Murray
and Lewis. Therefore, only an overview of the solution procedure is presented.

The solution begins on the blunt nose by obtaining an approximate stag-
nation solution in the wind-fixed coordinate system. The 3-D solution begins
on the windward plane and marches around the body obtaining a converged so-
lution in each ¢ sweep. After completing a sweep in the ¢ direction, the
procedure then steps downstream in §. and begins the next ¢ sweep. At each
point the equations are solved in the following order (i) ¢-momentum, (ii)
energy, (iii) &;-momentum, (iv) integration of continuity for Y s and (v)
coupled continuity and normal momentum equations.

RESULTS AND DISCUSSION

Numerical solutions of the three-dimensional nonorthogonal shock-layer
equations were obtained for a 1:1.4, 1:2 ellipsoid and the nose portion of
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the shuttle orbiter at different angles of attack. It should be mentioned
here that the wind-fixed coordinate system is used in the 1:2 ellipsoid
10-deg angle of attack case. The freestream conditions for these cases are
given in Table 1. Comparisons are made for shock standoff distance, surface
pressure distribution and heat-transfer rate with inviscid results and exist-
ing experimental data.

Shock-standoff distance as a function of the coordinate along the body
surface in different ¢-planes is illustrated in Figures 2 and 3. The in-
viscid solutions from Marconi and Yaeger8 are also presented and are in very
good agreement with the present nonorthogonal viscous shock-layer calculations.
It is noted that the shock standoff distance increases more rapidly between
¢ = 0 and 30-deg for the 1:2 ellipsoid case than for the 1:1.4 case. However,
this would be expected because the body curvature in the transverse direction
is smaller for the 1:2 ellipsoid case in this region.

Figures 4 and 5 present the surface pressure distribution along the body
at different ¢-planes for these two cases. Some inviscid pressure results are
also presented. It is noted that the inviscid data are in very good agree-
ment with present results.

Figures 6 and 7 show the convective heating rate in several ¢-planes
along the body surface. The solution for Case 1 is compared with the experi-
mental data given by Hillsamer and Rhudy®. The results show that the present
prediction is in excellent agreement with the experimental data. Because of
the streamwise body curvature effects, the heating rate is higher at ¢ = 90
and 30-deg than ¢ = 0 deg near the stagnation region for the 1:2 ellipsoid

case. Except in the stagnation region, as was expected, the convective heat-
transfer rate decreases with increasing ¢.

Figures 8, 9 and 10 present the modified 1:2 ellipsoid geometry, surface
pressure and convective heating rate for an equilibrium air calculation. As
shown in Figure 9, the surface pressure is in reasonably good agreement with
the inviscid solution. Since the geometry near the stagnation region is very
flat and narrow, the convective heating rate decreased rapidly between ¢ = 0
and 30-deg. After ¢ = 30 deg, a much smaller heating rate change is noticed ﬁ
in Figure 10.

Figures 11 to 16 are the body geomet; . and results of the space shuttle
orbiter nose portion up to s«.vca nose rac-i. The cross section and longi-

tudinal slope of the shuttie rhite- ar~ ,'ven in Figure 11. 1t is noted

that on the windward side, tt. * v is rciatively flat and the transverse
direction curvature changcs rapidly at about ¢ = 65-deg. The shock standoff
distance in «ifferent “ple: os along the body is shown in Figure 12. Because

. of the flat windward side, the shock standoff distance decreased slightly on 3
the windward side and then increased rapidly on the leeward side. The in-
viscid results are also presented, and the agreement is very good. Figure 13

: presents the surface pressure distribution around the body at the s = 5.32
station. A very small pressure change was detected on the windward side

! (¢ £ 50°). However, a rapidly decreasing surface pressure was noticed in the
region 50 < ¢ <90 due to the transverse curvature effect. On the leeward
side (¢ > 90°), the pressure tends to stabilize and the change is small once
again. Figure 14 shows that the same trend is followed for all stations
along the body surface. Finally, the temperature profiles normal to the body
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surface at s = 0 (stagnation point) and s = 5.325 and the convective heating
rate along the body surface are plotted in Figures15 and 16. Since no other
data are available for this case, only the present results are presented here.
For the same reason discussed earlier, the temperature and heating rate jump
in the region 60 < ¢ <90 was also noticed.

CONCLUSIONS

The main objective of this study is to investigate the influence of the
noncircular body on the shock-layer flow phenomena within reasonable com-
puting times. A general nonorthogonal shock-layer analysis is used. The
present surface pressure, shock standoff distance and convective heating rate
predictions are in good agreement with inviscid solutions and existing ex-
perimental data. The viscous shock-layer technique requires much less computing
time than the time-dependent method!® (Table 1). 1In the future we plan to
include the transitional and/or turbulent flow in the technique.

LIST OF SYMBOLS

C; specific heat at constant pressure
~
e; unit vector of a general orthogonal coordinate system

858,85 vectors in El {streamwise), 52 (normal) and §3 (circumferential)
directions

. _ dz 0z dr  or 2 3¢ 3

gij metrics gij Sz— 3% . + 5 5Ej + r —ET 3f
3 i B
g det (g..) = 8,1 8,) B2 - B, B
ij 11 =22 *=33 22 *13
h static enthalpy, h*/US’
-
N shock-normal vector
P pressure
Pr Prandtl number
Rn body nose radius
T temperature
- p YR

Tref reference temperature, U_ /C
=S
T shock-tangent vector

u, v, w streamwise, normal and crossflow velocity components nondimen-
sionalized by the freestream velocity U;
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velocity coumponent normal to the shock

N

UT velocity component ‘angent to the shock

z,r,¢ cylindrical coordinates

YS shock standoff distance

(o] angle of attack

Y ratio of specific heats

2 * * %
€ Reynolds number parameter ¢ = uref/pume
. . */ *
U viscosity, u /u_ .
*
uref reference viscosity, u (Tref)
El’€2’€3 computational coordinates
* ok

p density, p /p,

, . Jdg dg . 9Jg.
2 } Christoffel symbol of the 2nd kind, = Zg““ mk o _mi ik
jk 2 3E. 3§ 34

m 3 k m

Subscript

o dimensional freestream conditions

Superscript

* dimensional quantity
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TABLE 1. Test Case Conditions
Case 1 2 3 4
Body Geometry 1:1.4 1:2 1:2 Shuttle
(ellipsoid) (ellipsoid) (modified
ellipsoid)

T, °R) 81.5 203.5 540.0 94.87

b, slug/ft>  4.118E-6 2.340E~4 7.99E-4 1.0528E-3
p,» Psia 0.041 0.567 5.145 0.0119

T, C°R) 470 366 3139 540

Re (1/1ft) 2.38E46 4.993E46 3.3058E+7 5.5696E+5
a, deg 0° 10° 0° 25°

Gas Model perfect gas perfect gas equilibrium perfect gas

air
Computational
Time* (Min) 6 12 16 12

IBM 370/3032

*It takes approximately two hours CDC 7600 time for a sphere nose when using
time dependent method of Reference 10.
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stagnation point
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Figure 15. Space Shuttle Temperature Profile at Stagnation
Point and s = 5.32
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COMPUTATION OF HYPERSONIC LAMINAR VISCOUS FLOW OVER A BODY

WITH MASS TRANSFER AND/OR SPIN AT ANGLE OF ATTACK

* *k
M. D. KIM and C. H, LEWIS
Aerospace and Ocean Engineering Department
Virginia Polytechnic Institute and State University

Blacksburg, Virginia 24061

ABSTRACT

Computational results of hypersonic laminar viscous flow over
blunt-nosed bodies with mass transfer and/or spin are presented. An
implicit-iterative numerical scheme at each marching step is used to
solve the parabolized Navier-Stokes equations. The code takes into
account the mass-transfer and spin effects in the boundary condition
at the body surface and the periodic effect in the boundary condition
around the body. To facilitate convergence, the v-momentum equation
has been used rather than the continuity equation to provide the
pressure at the body boundary. The coupling effects of mass trans-
fer and spin on the integrated forces and moments as well as the sur-
face properties are presented and discussed.

INTRODUCTION

In recent years the analysis of hypersonic viscous flow past reentry ve-
hicles with mass transfer and/or spin has been a problem of considerable
interest in ballistics because of its relevance in slowly spinning planetary
entry. Previously a numerical method (VSL3D)! based on a viscous shock-layer
approach was applied to the computation of heat- and mass-transfer effects on
three-dimensional viscous shock-layer flows by Murray and Lewis.? The VSL3D
method was found to give accurate predictions even at very high altitude be-
cause the code takes into account wall and shock slip effects. Another nu-
merical analysis for the mass-transfer effect using the viscous shock-layer
theory was given by Whitehead and Davis.? The VSL3D method has a restriction
on the angle of attack for the entire solution around the body. In other
words, since the numerical scheme used is parabolic in the circumferential
direction, it cannot treat the crossflow separated region. In the above
studies, spin effects on the flowfield were not treated.

Recently a numerical approach for the hypersonic viscous flowfield solu-
tion was developed by Lubard and Helliwell" using the parabolized Navier-
Stokes equations (PNS). The PNS method has been applied to the various

*Graduate Student
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problems predicting hypersonic viscous flows over bodies at high angles of at-
tack. For instance, Waskiewicz and Lewis® applied the method to a variety

of freestream conditions and investigated the limit and applicability of the
method. They found that the PNS method could produce accurate predictions of
the flowfield during reentry up to at least 38-deg angle of attack. They also
discussed the following effects of axial pressure gradient models. For
problems involving high Mach number and Reynolds numbers, the implicit gradient
model provided unique solutions regardless of the stepsize with no noticeable
increase in the number of iterations required for convergence. Problems in-
volving large adverse streamwise pressure gradients due to high angle of at-
tack, large mass transfer, or small Mach and Reynolds numbers can cause dif-
ficulties in convergence for the implicit pressure gradient model. In such
cases an explicit or zero formulation was needed, and the accuracy of the so-
lution was dependent on the streamwise stepsize. In their work, the VPI VSL3D
code was satisfactory for the preparation of an initial plane data which was
used to start the PNS solution. In other works, Gogineni and Lewis® reduced
the computing times required for an entire solution by combining the VSL3D

and PNS methods and also by using a fast implicit-iterative technique known as
the Pseudo Elimination Method. The PNS method has been further developed by
Helliwell et al.’”® by introducing a more general body-generator coordinate
system, thus extending the applicability to more complex bodies. A stream-
line coordinate system also has been incorporated in the PNS method by Kim

and Lewis? in an effort to extend the capability to treat extremely high
angles of attack.

Spin effects on the hypersonic viscous flowfields past conical bodies
have been computed and analyzed by Agarwal and Rakich.!® A PNS code has been
modified to include the periodic condition for the flow profiles in the wind-
ward plane to account for the asymmetry in the flow due to spin. They also
introduced a new criterion for defining crossflow separation behind spinning
bodies which generalizes the Moore-Rott-Sears criterion for two-dimensional
unsteady separation. The onset of separation in the flowfield is characterized
by the condition 3w/3y = 0 at w = 0 where w is the circumferential component
of velocity and y the coordinate normal to the body. In their work, detail
analyses were made concerning the effects of angle of attack, freestream
Reynolds number, nose bluntness, and finally spin rate on the Magnus force
components and various flow properties. Coning motion also was considered by
Agarwal and Rakich!! using a PNS method further modified. Another study of
the spin effects for cones or ogive-cylinder-boattailed bodies has been re- !
ported by Sturek and Schiffl? using another PNS approach. None of the fore- :
going investigations considered the coupling effects of mass transfer and spin. T

In the present study, computational results and discussion are presented
for the parametric effects of mass transfer and/or spin together with the
reasonable computing times consumed for each test case. The original PNS
code used the continuity equation to obtain the wall pressure at the body
boundary in the case of mass transfer. Theoretically this method appears
quite reasonable because it can provide a finite value of the wall pressure
when the normal velocity at wall does not vanish, and moreover it is a
relatively simple equation. However, by numerical experiment it has been
found that a solution is hardly obtainable by this method in the case of mass
transfer. Therefore, in the present work, the v-momentum equation is dif-
ferenced to provide the wall pressure at the body boundary. In most cases,

S e
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the flowfield solution has been obtained without convergence problems by the
current method.

In the next section, the theoretical background and procedure will be pre-
sented which includes a discussion of the governing equations, coordinate s .-
tem, boundary conditions, and numerical solution. A few methods to provide
initial plane data are also introduced, and the effect of initial plane data
for a starting solution is discussed. 1In the present work, the zero pressure
gradient model has been used for all the test cases in order to obtain a so-
lution in the case of high angles of attack with mass transfer and/or spin.

Two sets of freestream conditions are considered. The first case is
Mach = 5, a = 2 and Rey,/ft = 6.21 x 105. The second case is Mach = 18, a = 15
and Reo/ft = 5.45 x 105. For both cases, the body geometry is a spherically
blunted 7-deg half-angle cone 0.817-ft long. Spin rates considered are 2000
and 8000 rev/min and mass-transfer rates 0.00125 and 0.00250. For Case 1, an
asymmetric sinusoidal distribution of mass transfer around body as well as a
constant distribution has been considered. For each freestream condition,
computational results were obtained for four parametric cases, i.e., basic
case, spin only case, mass transfer only case, and finally mass transfer and
spin case. Parametric comparisons are presented to study the effect of mass
transfer and/or spin on the Magnus force components as well as all the surface
properties. It will be noted that a significant coupling effect on the Magnus
force can result from mass transfer and spin. Reasonable computing times re-
quired for the solutions are also presented.

ANALYSIS

GOVERNING EQUATIONS

The governing equations are the laminar, steady parabolized Navier-Stokes
equations derived by Lubard and Helliwell" under the assumption that the
gradients of the shear stress in the streamwise direction are negligibly small
compared with the gradients in the direction of normal and circumferential di-
rections. The resulting equations are parabolic in the streamwise direction
and elliptic in the crossflow direction. The governing equations include the
continuity, three momentum, and energy equations. The fluid density is given
by the equation of state for a perfect gas. Prandtl number and specific heat
are assumed constant and Sutherland's viscosity law is used.

In addition to the usual boundary-~layer order of magnitude terms, d¢ is
assumed to be 0(€) to include the crossflow separation and the normal velocity
v 1is taken as 0(1). The flow variables are nondimensionalized by their
freestream values. The normal coordinate is normalized by the shock-layer
thickness to facilitate the computation of the shock location. The complete

set of governing equations together with the derivation procedure can be found
in Reference 4.

In the development of these equations, a body-oriented coordinate system
is used (Figure 1), with x taken along the body generator, y normal to the

body surface, and ¢ the circumferential coordinate where ¢ = 0O represents
the windward ray. The coordinate system does not rotate with the body.
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BOUNDARY CONDITIONS

The following equations are used for the boundary conditions at the body
surface with mass transfer and spin.

u=20

]

v specified distribution (mass transfer)

w = gpecified distribution (spin)

h = specified distribution

ap 1 3(ov2r) 1 93(pvw) pw2c056C
/) T Ty Tt T8 TTx

t 3Tt I

1 (4 v ava(3u) oo 1 avoaw
3 9y" 9y dy r- 9¢" r 3¢ 3¢

9y 93¢

+ % m+ ) dw % U 2w _ l_,(u + ) dw 3¢ )

To obtain the wall pressure for the mass-transfer and spin case, the
original code utilized the continuity equation; however, the method turned
out to be inefficient for the convergence of a solution by a numerical ex-
periment. It has been found that the employment of the v-momentum equation
gives a more stable solution. Thus, for the present analysis the v-momentum
equation has been taken and differenced using a one-sided differencing scheme
to provide the pressure at the body boundary.

In order to obtain the outer boundary conditions, Rankine-Hugoniot jump
conditions are utilized at the shock. The components of freestream velocity
in the body oriented coordinate system are:

u = cos Bc cos a4 - sin 6c sin a cos ¢

n

v = -gin Bc cos O - cos Bc sin a cos ¢

n

w sin ¢ sin ¢

_ From the freestream components and jump conditions, five conservation equa-

; tions are obtained which can be used to determine the aftershock properties. ;
3 To uniquely determine the six unknowns £, u, v, w, p, h at the shock boundary,
one more equation is required. Thus, the one-sided differencing of the
continuity equation provides the sixth equation.

Since the windward and leeward surfaces are not symmetry planes for the
spinning cone, a periodic condition for the flow profiles in the windward

plane is specified, thus providing the boundary conditions in the ¢-coordinate
direction.
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In a rectangular y-¢ grid, the shock may not fall on a mesh point. To
resolve this difficulty, a coordinate transformation, n = y/f (x,¢) is made,
where §(x,¢) is local shock-layer thickness. Due to the coordinate trans-
formation, the shock-layer thickness £ appears in all the governing equa-
tions, thus requiring one more governing equation, 3£/dy = 0 to be differenced.

INITIAL CONDITIONS

For a numerical flowfield solution which utilizes a marching scheme,
preparation of an accurate initial data plane (IDP) is one of the most
crucial conditions for a successful start of solution. By previous investi-
gations®>*® the viscous shock-layer method (VSL3D)! for blunt bodies was found
to be able to generate a satisfactory initial data plane to start the PNS so-
lution. Thus, the entire flow properties including the shock shape must be
supplied at an initial data plane to get the PNS code started.

Three different methods have been used to generate an initial data plane.
The first method is to construct a one-step IDP using the VSL3D method at the
sphere-cone juncture. In mdst cases, the one-step IDP constructed by the
VSL3D code was satisfactory to start the PNS solution. The one-step IDP is
obtained by an axisymmetric VSL solution and necessary rotations of the solu-
tion. In this case, a few initial marching stepsizes should be small to start
a solution.

The second wmethod is to prepare a two-step IDP using VSL3D code at any
desired axial station of the body. This method is better than the first one
for the convergence of the starting solutions, and hence the initial marching
step-sizes can be taken larger. The third method is to prepare a two-step
IDP using LUB2 code which is another PNS code developed by Agopian et al.’ for
more general bodies. 1In this method, an axisymmetric VSL solution provides
an IDP at the blunt nose for the ILUB2 solution, and then the LUB2 code again
prepares an IDP at a desired axial station by the necessary three-dimensional
calculations. This method is somewhat tedious but can produce an accurate IDP
even when the angle of attack is over 30 degrees. In the preparation of IDP
for the test cases, the spherical nose tips of the bodies were considered to
have neither spin nor mass transfer.

NUMERICAL SOLUTION

The equations are solved by implicit differencing in the y, ¢-plane. The
x derivatives are approximated by a backward difference while y and ¢
derivatives use an unequally spaced three-point difference formula, e.g.,

of £, - £,
-4 j1
9x Ax

and
of

3y - %1 feer T afe Y % fkn
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where the a; are determined from the Taylor series expansions of f
f

k-1 and

K+l around the k-th location, and hence they are functions of the stepsize
between the grid points.

The PNS equations and the perturbation equations during the iterations
can be written in the matrix form

F(U) =0

- U

QP - E.n+1 n

. . n .
where F denotes the governing equations for the unknowns U, and A4 1is the
column matrix of perturbation properties at n~th iteration.

After differencing, the equations are linearized by the Newton-Raphson

method. Thus, all the nonlinear terms of perturbation properties are dropped.
This results in an equation of the form

i

@wh a" = - FrWM a=0,1, 2,
with yp an initial guess to the solution of the governing equations, and

M the Jacobian of F. Because of the size of the system, instead of solving
the above equatioﬁ_directly, the Gauss-Seidel iteration method is used. 1In
the ¢-direction, an implicit-iterative scheme® is used, but after convergence,
the solution obtained is a fully implicit one. After convergence, another
step in the marching direction is taken and the whole procedure is repeated.

Convergeiice problems often occur when the marching solution encounters
a strongly separated region due to crossflow. To reduce the problem, either
zero or explicit pressure gradient model may be used. Smaller marching step-
sizes and/or pressure smoothing in the y coordinate direction also can help
the convergence. When the angle of attack is very high, more careful selection

of grid sizes and preparation of more accurate initial plane data are required
in order to start a solution.

Mass transfer and spin add more disturbances in the viscous flowfield,
thus deteriorating the convergence of the solution. A large mass-transfer
distribution along the body can cause an axial flow separation at some down-
stream station which causes the marching solution to fail. To reduce the
marching stepsize problem in a solution, the marching stepsizes are controlled

internally by the code considering the number of iterations taken for the
solution at the previous step.

e EnaTR S

RESULTS AND DISCUSSION

i

For the present study, a body-generat.r coordinate system is used with
x along the body, y normal to the body and ¢ around the body, and it does not
rotate with the body. Figure 1 shows the coordinate system and the sign B
conventions for aerodynamic coefficients. Since this sign convention is not a
universal one, it is recommended to be used only for the interpretation of
the directions of the forces and moments reported in this paper.
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The initial plane data for the test cases have been obtained using a per-
fect gas viscous shock-layer approach (VSL) at the sphere-cone tangency point,
and all the flow properties together with forces and moments are transferred
to the PNS solution. To start the PNS solution, an initial marching step-

size of less than one-tenth of the nose radius has been used, and it was in-
1 creased internally in the code, considering the number of iterations taken
' and the maximum permissible marching stepsize for a meaningful solution. 1In
‘ the present calculations, 101 grid-points in the normal direction and 19
planes around the body are used for all cases.

The original PNS code utilized the continuity equation in order to pre-
dict the wall pressure at the body boundary when the body had mass transfer.
However, by numerical experiment, it has been found that the method is likely
to give an unstable and divergent solution even in the case of very small
mass transfer. Therefore, in the present work the v-momentum equation is
taken and differenced at the body boundary. By this method, stable solutions
have been obtained in most cases with moderate mass transfer. A large mass
transfer at the wall can cause an axial flow separation at some downstream
station. In such a case, it should be noted that the PNS method cannot treat
the primary flow separated region.

In the case of high angle of attack with large mass transfer and spin,
a relatively large amount of perturbations can occur in the viscous flowfield.
These perturbations have an adverse effect on the convergence of a solution.
For this reason, in the present computations, the zero pressure gradient model
in the marching direction was used to improve the convergence. The effect of
the three different kinds of axial pressure gradient models has been dis-
cussed in detail by Waskiewicz and Lewis.’

To investigate the effect of mass transfer and/or spin on the viscous
flow past a sphere-cone geometry, two sets of freestream conditions have been
chosen ~nd parametric computations have been made. Case 1 considers a free-
strr - condition of M =5, a = 2 and Re_/ft = 6.21 x 10°. Case 2 considers
a freestream condition of M = 18, a = 15 and Reo/ft = 5.45 x 105, The body
geometry is a spherically blunted 7-deg half-angle cone 0.817 ft long. For 3
both cases, a parametric comparison is presented to study the effect of spin, ;
the effect of mass transfer, and the coupling effect of mass transfer and ]
spin. For Case 1, the effect of the asymmetric mass-transfer distribution
around the body as well as constant mass-transfer distribution will be
analyzed in detail. Spin rates considered are 2000 and 8000 rev/min. Case
ta has a sinusoidal mass~transfer distribution around the body, and the
maximum value of mass-transfer rate is 0.0025. Case 1b and Case 2 have a
mass transfer rate of 0.00125, which is constant along and around the body.
Details of the freestream conditions are given in Table 1.

| For Case 1, the flowfield solution over the body with mass transfer k
4 ’ could not be obtained up to the body end. For Case la with mass transfer only,

' the solution was obtained up to s = 24.8 where axial flow separation occurred ,
due to the mass-transfer effect. TFor Case la with both mass transfer and spin, 3
the solution was obtained up to s = 23.3 before axial flow separation occurred.

The effect of mass transfer on axial flow separation will be further dis- ¢}
cussed later. :
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Figure 2 shows a sinusoidal distribution of mass transfer for Case la,
which is designed to exert a relatively large side force in the minus direc-
tion. In Figure 3, the Magnus force due to the sinusoidal mass-transfer
distribution is shown, and also it can be observed that the coupling effect
of mass transfer and spin on the Magnus force is remarkable. Figure 4 shows
the Magnus force components distribution along the body for Case la, where it
is noted that the Magnus force component due to the wall pressure distribution
constitutes the largest part of the total Magnus force, while the components
due to the axial and the circumferential shear stresses are negligible.

For Case 1b, we have constant mass transfer around the body. Hence in
this case, the Magnus force due to mass transfer should be negligible. 1In
Figure 5, it is noted that the Magnus force due to the coupling effect of
the mass transfer and spin is substantial, and the effect is over three times
as much as the spin-only effect on the Magnus force. The Magnus force com-
ponent due to the wall pressure prevails over the others due to the wall shear
stresses for this case as shown in Figure 6.

Figure 7 shows the effect of mass transfer and spin on the Magnus force
for Case 2 which has relatively large Mach number and high angle of attack.
For this case, it is noted that the coupling effect of mass transfer and spin
is again remarkable. Therefore, on the basis of the present computational
results, it is concluded that this coupling effect should not be neglected
in a flight dynamics analysis of slow-spin reentry vehicle with mass transfer.
Figure 8 shows that the Magnus force component due to the crossflow shear

stress is not negligible, and it has a different direction from the Fp for
the Case 2. w

The effect of mass transfer and spin on the wall pressure is shown in
Figure 9, where the spin effect was almost negligible. Hence, the differences
shown are largely due to mass transfer. It is noted that the mass-transfer
effect increases the wall pressure because the thickening of the viscous layer
increases the displacement-induced pressure interaction. 1In this figure, an
unstable solution due to axial flow separation can be seen at s = 24 and
¢ = 180 deg.

Figure 10 shows the effect of asymmetric mass transfer and spin on the
wall pressure at s = 23. 1In fact, the pressure difference between the two
cases is due mostly to the mass-transfer effect. Since Case la has maximum
mass transfer in the ¢ = 270-deg plane of the body, the pressure difference
is larger on this plane of the body, as can be seen in the figure. Figure 11
shows the effect of mass transfer and spin on the shock-layer thickness which
slightly increases the shock-layer thickness. Figure 12 shows the effect of
mass transfer and spin on the shock-layer thickness around the body at s = 23
where the slight increase in the shock-layer thickness is due mostly to the
mass transfer effect, not the spin effect.

The effect of mass transfer and spin on the surface heat transfer along
the body is shown in Figure 13. Mass-transfer effect decreases the wall
heat transfer,and the effect is more sizable on the windward side. Figure 14
shows the effect of asymmetric mass transfer and spin on the heat transfer at
s = 23 for Case la. The big asymmetric difference between the two cases is
largely due to the mass-transfer effect. Figures 15 and 16 show the effects
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of mass transfer and spin on the streamwise wall shear, and the effects are
quite similar to the effects on the heat transfer. Figure 17 shows the ef-
fects of asymmetric mass transfer and spin on the crossflow wall shear at

s = 23. The effect is to decrease the shear stress in absolute value on both
sides of the body. As previously mentioned, for Case 1 the spin effects on
wall pressure, shock-layer thickness, heat transfer, and wall shear were very
small compared to the mass-transfer effects. However, for Case 2 which has a
larger spin rate than Case 1, the spin effect was not negligible, which will
be shown later. O

Figure 18 shows the effect of mass transfer on axial flow separation
for Case la. In the figure it can be observed that the mass transfer retards
the axial flow velocity in the boundary layer. The effect becomes larger
further downstream, and finally the axial flow separates at s = 24 as can be
seen in the figure. The PNS method cannot treat the axial-flow separated
region, hence the solution diverged at this station. In the downstream re-
gion before axial flow separation, the numerical solution took a relatively
large number of iterations and small marching stepsizes. This effect resulted
in the relatively large computing time for this case as can be seen in Table 3.

Case 2 had a spin rate of 8000 rpm and constant mass-transfer rate of
0.00125. The computational results for this case showed more sizable effects
of spin on the wall pressure and other surface properties. Hence, parametric
comparisons will be presented for this case. Figures 19 and 20 show the wall
pressure in case of mass transfer and spin. Acutally it was hard to distinguish
each effect separately in this kind of figure. Hence, it was desirable to
compare the ratios of each pressure to its basic value. Here, the basic value
means the computed wall pressure for the body with neither mass transfer nor
spin. Thus, Figure 21 shows the coupling effect as well as the separate ef-
fects of mass transfer and/or spin on the wall pressure. In this figure, the
spin effect appears antisymmetric, while the mass-transfer effect is symmetric
around the body. The coupling effect is quite clear, and it has nearly ad-
ditive characteristic. The spin effect decreases the surface pressure in
$ = 0 - 180-deg of the body, and increases the pressure in ¢ = 180 - 360-deg
of the body, thus producing a negative Magnus force as can be expected. The
symmetric mass transfer itself cannot produce a Magnus force, but it in-
creases the wall pressure symmetrically. From Figures 20 and 21 it is ob-
served that at station s = 30.06 a strongly separated flow is developed in
the crossflow direction. For this case at o = 15-deg, the crossflow separa-
tion begins as early as s = 6, as can be seen in Figures 32 and 33.

-

T 1

Figures 22 and 23 show the shock-layer thicknesses along and around the j
body respeccively where the effects of mass transfer and spin on the shock- 1
layer thickness appear negligible. Figure 24 shows the effect of mass trans-
fer and spin on the heat transfer in the windward and leeward planes. A para-
metric comparison of the effect of mass transfer and/or spin on the heat
transfer around the body at s = 30.06 is presented in Figure 26, and it can
be interpreted on the basis of the data given in Figure 25. The spin effect
on the heat transfer around the body turns out quite complex due to the cross-
flow separation as shown in Figure 26. The mass-transfer effect is sym-
metric and decreases the wall heat transfer. The coupling effect is approxi-
mately additive of both effects. Figures 27 ~ 29 show the effects of mass
transfer and/or spin on the streamwise wall shear, and the effects have
similar trends to the effects on the heat transfer.

Fon it
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Figures 30 and 31 show the effects of mass transfer and/or spin on the
crossflow wall shear around the body at s = 30.06. The effects frequently
change their directions due to crossflow separation. The coupling effect
is again additive of both effects. Since the current PNS method is elliptic
in the crossflow direction, it can solve the crossflow separated region. But
the crossflow separation produces more perturbations in the flowfield, and
the perturbations have an adverse effect on the convergence of a solution.
Therefore, generally smaller marching stepsizes are required to pass through
the region where the crossflow separation begins. Mass trarsfer causes cross-
flow separation at an earlier station on the body while spin suppresses the
crossflow separation. A definition of crossflow separation in the case of
spinning body has been introduced by Agarwal and Rakich.'® The criterion
generalizes the Moore-Rott-Sears criterion for two-dimensional unsteady sepa-
ration. The onset of separation in the flowfield is characterized by the
condition 9w/9y = 0 at w = 0 where w 1is the circumferential component of
velocity and y is the coordinate normal to the body.

Figure 32 shows the effect of spin on crossflow separation at s = 6.4
and ¢ = 160-deg for Case 2. The basic case already has the separated cross-
flow profile at this station. But for the spin case, the profile is not
separated yet at this station due to the definition introduced above. Figure
33 shows the effect of mass transfer on crossflow separation. It is observed
that mass transfer causes crossflow separation at an earlier station on the
body. As previously mentioned, mass transfer can cause axial flow separation
also. In a numerical experiment, mass tramsfer of a few percent of Pls Was
found to easily cause an axial flow separation within a few nose radii down-
stream. In the case of low mass transfer as in Case la, the axial flow was
separated at s = 24.

Table 2 summarizes all the force and moment coefficients obtained from
the parametric computations for the two test cases. The effect of the spin
on the axial and normal forces is found to be negligible while the effect on
the Magnus side force is sizable. An asymmetric mass transfer also can pro-
duce a finite amount of side force. From the table, it is also observed that
the mass transfer decreases the normal and axial forces. An important fact
found in the present work is that mass transfer and spin have a measurable
coupling effect on the Magnus side force, which is shown in Table 2 as well
as in the figures. However, no experimental data are known to the authors
at this time to validate the present results for the coupling effects.

Computing times for these cases are given in Table 3. These times were
obtained on the IBM 3032 system at Virginia Polytechnic Institute and State
University. Most cases consumed less than 40 minutes of CPU time for the
entire solution, but the solutions for Case la and 1lb with mass transfer took
relatively longer computing times because of the small stepsizes taken before
axial flow separation.

SUMMARY

The viscous flowfield over a’sphere-cone undergoing mass transfer and/or
spin at angle of attack has been calculated using the parabolized Navier-
Stokes equations. In the mass-transfer case, the wall pressure is obtained
using the v-momentum equation rather than continuity equation to facilitate
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' the convergence. The main results of the present work can be summarized as
follows:
I 1. The coupling effect of mass transfer and spin on the Magnus force

is remarkable, i.e., it is much more than the additive effect.

2. Mass transfer has a tendency to reduce the axial and normal forces,
and it increases the wall pressure and decreases the heat transfer and wall
shear stresses.

RESTRIE YO

3. Mass transfer causes earlier axial and crossflow separations.

© ke

4. Spinning motion has negligibly small effect on the normal and
axial forces, and it produces asymmetric effects on the wall pressure as well
as the other surface properties around the body.

5. Spin has a tendency to suppress the appearance of crossflow separa-
tion at high angles of attack,
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NOMENCLATURE
constant pressure specific heat
streamwise skin-friction coefficient, ZT:/(mei)
crossflow skin-friction coefficient, ZT;/(mei)
axial force coefficient
normal force coefficient
Magnus force coefficient

pitching moment coefficient about blunt nose-tip

Magnus moment coefficient about blunt nose-tip

2 x 2%
sin“8 S S x sin ¢ Tx(x,¢) d¢ dx
o0 o0
% sin29c Ix fzﬁ x sin ¢ pw(x,¢) d¢ dx
0 0

(x,9) d¢ dx

n
sin Oc ror X cos ¢ T¢
0 0

total Magnus side force, F_ + F + F
T P T
x w ¢

total enthalpy, H*/Ui
*
static enthalpy, h*/(Cp T)

reference length, equivalent cone slantwise length

freestream Mach number




=

YSH

Zep

* _*
mass-transfer rate at wall, o, vw/pwU°°

nondimensional pressure, p*/(DmUi)
wall pressure, p;/me:
Prandtl number
heat-transfer rate, q*/(pmqi)

local body radius, r*/L

dimensional body nose radius of curvature

freestream unit Reynolds number

S b */[o,0, (Hy - B%)]
tanton number, q*/Lp U, (H, W

¥t

surface distance coordinate measured along the body from nose :
tip, s*/Rn :

*
temperature, T*/T
freestream stagnation temperature

*
reference temperature, ( y- 1) M2 T or qf/cp

wall temperature, T:/Tm

dimensional freestream velocity

velocity in the x direction, u“‘f/UQ°

velocity in the y direction, v*/Ux

velocity in the ¢ direction, w*/Uoo

coordinate along the body surface with constant ¢, x*/L
coordinate normal to the surface, y*/L

bow-shock standoff distance divided by Rn

OV

center of pressure from blunt nosetip in percentage of the blunt
body axial length

angle of attack, degree
ratio of specific heats

transformed normal coordinate, y/g
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v~ Y

‘ *
? € perturbation parameter, 62 =y (Tref)/(pmprn)
k Gc cone half-angle, degree
*

u coefficient of viscosity, n /uw
% £ bow-shock standoff distance divided by L
i *
; p density, p /paD

*

T, primary flow wall shear stress, Tx/(Din)
[' £1 11 sh * 2
4 ‘l‘¢ crossflow wall shear stress, T¢/(pwUm)

¢ circumferential coordinate

Q angular velocity (rev/min)

Subscript

w wall value

0 stagnation condition

o freestream condition (dimensional quantity)

Superscript 9
t
1]

* dimensional quantity
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Figure 1. Body-generator coordinate system
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Figure 29: Case 2 Effects of mass transfer and/or spin on the
streamwise shear around the body at s = 30.06.
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Figure 30: Case 2 Effects of mass transfer and spin on the crossflow
shear around the body at s = 30.06.
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Figure 32: Case 2 Effect of spin on the crossflow velocity at
s = 6.40, ¢ = 160 deg
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| THREE-DIMENSIONAL VISCOUS SHOCK-LAYER ANALYSIS

OF LAMINAR OR TURBULENT FLOWS IN CHEMICAL EQUILIBRIUM
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ABSTRACT

A method has been developed to predict three-dimensional
hypersonic laminar or turbulent shock-layer flows for perfect
gas or equilibrium air. A two-layer eddy-viscosity model is
used for the turbulent regime. The thermodynamic and trans-
port properties for air are obtained by interpolation within
a two-dimensional table or from curve-fit data. Comparisons
are made for air in chemical equilibrium and perfect gas for
a seven-degree half-angle spherically blunted cone at various
flight altitudes with a cold, moderately cool and an adiabatic
wall for angles of attack up to twenty degrees. Wall heat
transfer, wall pressure, force and moment coefficients and ex-
ecution times are compared for some sample cases. This method {
can be used to predict viscous flow in chemical equilibrium
over axisymmetric reentry vehicles at angles of attack up to
25 degrees.

INTRODUCTION

There is renewed interest in the problem of computing the hypersonic flow
past a blunt body under flight conditions. Due to the current interest in the
improved accuracy of ballistic and lifting reentry vehicles, a perfect gas
model can no longer accurately predict the thermodynamic and transport proper-
ties required for inviscid and viscous flowfield analyses. Earlier investigators

*
Graduate Student
**Research Associate

+Professor

iDepartment Head
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used a table look-up procedurel or curve-fit data? to model the thermodynamic

and transport properties of air in chemical equilibrium for viscous boundary-
laver flows.

Reentry vehicles operate through a wide range of flow conditions. The
complex flowfield is bounded by the body and the bow shock. Crossflow sepa-
ration may be present, and the viscous effects may predominate over the entire
flowfield. The full Navier-Stokes equations are elliptic in all three space
directions, and a numerical solution is difficult and requires large com-
puting times and storage. For moderately high values of Reynolds number,
there is no need to solve the full Navier-Stokes equations.® The classical
approach of dividing the flowfield into a viscous boundary-layer region and
an outer inviscid region becomes inaccurate for reentry flowfields due to the
presence of viscous effects throughout the entire flowfield. The parabolized
Navier-Stokes (PNS) approach3 uses a parabolic approximation in the streamwise
direction. This involves large matrix solutions, and the computing times are
still quite large. The viscous shock-layer (VSL) approach" developed by
Murray and Lewis for three-dimensional flows is parabolic in both the stream-
wise and crossflow directions. Since the crossflow momentum equation is para-
bolic, the crossflow separated region on the leeward side cannot be treated.
The solution for the windward region up to crossflow separation is accurate,
and the computing times are relatively small. In the viscous shock-layer solu-
tion, the entire flowfield from the body to the shock is treated with a uni-
form set of equations. The problems associated with the displacement thick-
ness interaction and edge conditions are eliminated, with vorticity interaction
present in the inviscid + boundary-layer approach. As a result, the viscous
shock-layer method treats all higher-order.boundary-layer effects .(displacement,
vorticity interaction, longitudinal and transverse curvature, including proper
matching conditions) in a straight-forward and consistent manner, making the
viscous shock~layer approach especially attractive for design studies.

Recently, a numerical method was developed to gredict laminar, transitional
and/or turbulent hypersonic flows for a perfect gas” over a blunt body at angle
of attack. 1In that approach a two-layer eddy-viscosity model proposed by
Cebeci® and the transition model developed by Dhawan and Narasimha’ were used.
This method has been extended to include the effect of air in chemical equi-
librium. Results from a table look-up procedure and curve-fit methods have
been compared with those from a perfect gas analysis. The table look-up pro-
cedure, described later, is known to model the thermodynamic properties of air
quite accurately, while the transport properties are curve-fits of Hansen® data.

Numerical solutions are presented for a seven-degree half-angle spherically
blunted cone at a flight velocity of 20,000 ft/sec at altitudes of 40,000,
80,000 and 160,000 ft with a cold (540R), moderately cool (3600R) and an
adiabatic wall for angles of attack up to twenty degrees. Wall heat-transfer,
wall pressure, force and moment coefficients, center of pressure locations and
' execution times are compared for perfect gas and air in chemical equilibrium
for some sample cases.

ANALYSIS

The basic, three-dimensional, viscous shock-layer equations are derived
from the steady Navier-Stokes equations in a surface-oriented coordinate system

II-242




(s,n,¢). The governing equations for turbulent flow are developed using
methods analogous to those presented in References 9 and 10. The normal ve-
locity v and normal coordinate n are assumed to be of order € , and second-
order terms are retained in the s-momentum, ¢-momentum and energy equations.
The nondimensional turbulent-conservative form of the equations in a body-
oriented coordinate system can be found in Reference 5.

EQUATION OF STATE
p = p(p,h)
For a perfect gas, the above equation has the analytical form:
p = vp/[(y-1)T]

For a gas in chemical equilibrium, the functional relation may be given

by a table or an approximating analytical expression (curve-fit) as discussed
in the section on thermodynamic and transport properties.

The same equations are valid for laminar flow if the turbulent eddy-
viscosity € 1is set to zero.

For perfect gas flows, since the Prandtl number is not a function of n,
it can be taken out of the derivative in the energy equation. For flows in
chemical equilibrium, the Prandtl number is a function of pressure and

enthalpy and thus of n; therefore, it must be retained within the derivative
term.

BOUNDARY CONDITIONS

Appropriate boundary conditions at the body surface and the shock must
be specified for the set of governing equations. At the body surface or wall,
no-slip and no temperature jump conditions are used. Thus, uy, = vy, = wy = 0,
and the wall temperature or heat-transfer rate is specified. The conditions
immediately behind the shock are obtained from the Rankine-Hugoniot relatioms.

EDDY-VISCOSITY MODEL

For turbulent flow a two-layer eddy-viscosity model introduced by Cebeci®
consistin§ of an inner law based upon Prandtl's mixing-length concept and the
Klebanoff'!-Clauser’? expression for the outer law is used. Further details
on the eddy-viscosity model can be found in Reference 5.

THERMODYNAMIC AND TRANSPORT PROPERTIES

For a perfect gas, the thermodynamic properties for specific heat and
enthalpy can be expressed as

cp = YR/ (y-1)

h=C¢C T
P

e
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The viscosity is calculated from Sutherland's viscosity law:

B = 2.27 E-8 T3/2/(T + 198.6) slug/ft-sec

The Prandtl number is assumed constant everywhere.

For air in chemical equilibrium a table look-up procedure or curve-fit
data is used to provide the thermodynamic and transport properties as a function
of the pressure and enthalpy.

TABLE LOOK-UP

A tvwo-dimensional table was generated for the properties using the method
developed by Miner, Anderson and Lewis.’ For a given pressure and temperature,
the enthalpy and density are determined using the reservoir calculations of
Lordi.!* The viscosity is obtained by curve-fits from the Wilke semi-emperical
formu%a,l while the Prandtl number is obtained by interpolation of the Hamsen
data.

COHEN CURVE-FITS

Curve-fit data are based on Cohen's fit? of Hansen's tables® for the

transport properties and Moeckel tables!® for the thermodynamic properties of
equilibrium air.

Density: The enthalpy dependence of the density is given by the curve-fit:

0 0.6123
£ _ 1.0 -1.0477 [1.0 -( l‘—) ]

This fit is reasonably good for the enthalpy range 0.0152 < h/hE'i 2.0.

The maximum deviation in this range is about 25 percent at low enthalpy, and
the average deviation for all data is about six percent.

The pressure dependence is given by the following:
o] 0.965

“E . 0.029 2—-)

Pc e

This fit has a deviation of less than one-half percent over the range of
pressures 10~% < p/pC < 10.

Viscosity: The enthalpy dependence for the viscosity-density product is given
by the curve-fit:

o 0.3329
EE . 3.0-1.0213 |1.0-| &
oH hy

This fit has better agreement than that for the density. The maximum
deviation over the enthalpy range 0.0152 < h/hE £ 2.0 is about B percent and
the average deviation is about three percent.
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For the pressure dependence the following was used:

PLU 0.992
EE _o.225 [ &
Pc¥c Pc

This fit too has a deviation of about one-half percent.
Prandtl Number: The dependence of Prandtl number on pressure is neglected,
and its variation with enthalpy is assumed to be of the form shown in Figure
2, which is a fit of Hansen's data.® A pre-condition for the validity of an
effective Prandtl number is that the gas must be in local thermodynamic
equilibrium.
BADE CURVE-FITS

The density curve-fits from Cohen? are not in good agreement at low

enthalpy. Better values of density are obtained using curve-fits suggested by
Bade!®

2 () (%)

where,
x = 0.70 + 0.04 loglo (p/pB) if 31.9< h/RT0 < 480

x = 0.9 1€ B/RT) < 31.9

The fits have a maximum deviation of seven percent.

The viscosity and Prandtl number are then evaluated as in the Cohen
curve-fits.

REFERENCE QUANTITIES IN CURVE-FITS

The following reference quantities were used in the calculations:

hy = 2.119 x 108 £c%/sec? = 8465 Btu/1bm
Pc = 1.0 atm

n = 3.584 x 10”7 slugs/ft-sec

pg = 2.498 x 10”3 s1ugs/ft3

py = 0.01 1b/€e3

hy = 1080 Btu/lb = 31.9 T,

Py = 1.0 atm
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METHOD OF SOLUTION

Davis!’ presented an implicit finite-difference method to solve the

viscous shock-layer equations for axially symmetric flows. Murray and Lewis"
extended the method of solution to three-dimensional, high angle of attack
conditions. The present method of solution is identical to that of Murray

and Lewis., Therefore, only an overview of the solution procedure is presented
here.

The equations are written in the standard form

aw
Ay S +A AW+ AL HA T A S =0

The derivatives are evaluated by the finite-difference expressions used by
Frieders and Lewis'® and substituted into the parabolic equation giving the
standard finite-difference form. The difference equation can be solved by
the method developed by Richtmyer.

The continuity and normal momentum equations are solved by a similar
method, but they are coupled together. Finally, the shock-standoff distance

is evaluated by integrating the continuity equation as discussed by Murray
and Lewis."

The solution begins on the spherically-blunted nose by obcaining an axi-
symmetric solution in the wind-fixed coordinate system. At a specified location,
the axisymmetric solution is rotated into the body-fixed coordinates and used
as the initial profile for the three-dimensional solution. The three-
dimensional solution begins on the windward plane and marches around the body
obtaining a converged solution at each ¢ step. After completing a sweep in
¢, the procedure then steps downstream in s and begins the next ¢ sweep.

At each point the equations are solved in the following order: (i) ¢-momentum,
(ii) energy, (iii) s-momentum, (iv) integration of continuity for ngpy and (v)
the coupled continuity and normal momentum equations.

RESULTS AND DISCUSSION

The freestream conditions used for the three altitudes are tabulated in
Table 1, while the sample cases presented are shown in Table 2. The flow was
assumed to be turbulent at 40,000 feet and laminar at 80,000 and 160,000 feet
altitudes. The dimensions of the seven-degree half-angle spherically blunted
cone are shown in Figure 1. The angles of attack considered were 0, 2, 10 and
20 degrees. The three wall conditions were a cold wall (540R), a cool wall
(3600R) and an adiabatic wall.

TEST CASE RESULTS

A wide range of conditions was attempted, but since the variations were
similar, only a few sample results are presented.

There is a significant change in the shock standoff distance for perfect
gas and air in chemical equilibrium (Figure 3). The shock-layer thickness is
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nearly the same for all options of the equilibrium properties.
Case A (a = 0 degrees):

The streamwise variation of wall pressure with altitude shows very little
differences (Figure 4) at 40,000 and 80,000 feet altitudes, but lower values
are predicted for 160,000 feet. These values are nearly identical for all the
gas models except within the nose region.

The streamwise variation of wall heat-transfer rate is shown in Figure 5
for all the cases. In general, the perfect gas and table look-up values are

the lowest and highest respectively, with the Cohen and Bade values lying in
between.

The variation of streamwise skin-friction coefficient shows trends similar
to those for the wall heat-transfer rate. For some cases, the Cohen and Bade
results do not lie within the band of perfect gas and table look-up values.

The force and moment data (Table 3) show a nine percent difference in the
axial force coefficients from the perfect gas and table look-up results, while
these differences are quite small for the Cohen and Bade results.

Case B (o = 2 degrees)

The variation of the wall pressure for the windward plane is shown in
Figure 7. The pressures from the table look-up and Bade options are nearly
identical. On the spherical nose, the differences between perfect gas and
table look-up are substantial, and after tending togetler for some distance,
they again tend to diverge.

The wall heat-transfer rate for the windward plane from the perfect gas
prediction is about ten percent less than the table look-up results (Figure 8)
and diverges downstream. The difference between the table look-up and Bade
data is fairly small (within two percent).

The streamwise skin-friction coefficient shows results similar to the
wall heat-transfer rate (Figure 9) data.

The transverse variation of wall pressure (Figure 10), wall heat-transfer
rate (Figure 11), streamwise (Figure 12) and transverse (Figure 13) skin-
friction coefficients show similar trends.

The variations in the force and moment data for one case are shown in
Table 4. The inviscid axial and normal force coefficients for perfect gas
conditions are four and twelve percent less than the table look-up results, ]
while the viscous axial and normal force coefficients are nine and sixteen
percent less. The variation of the center of pressure is about two percent.
The differences between the table look-up and Bade results are much smaller
and quite acceptable.

Case C (o = 10 degrees)

The variation of wall pressure for the windward plane does not show the
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divergence noted earlier, but substantial differences are observed in the nose
region (Figure 14).

The streamwise skin-friction coefficient (Figure 15) shows good agree-
ment for this case.

The transverse variation of wall pressure (Figure 16) shows large dif-
ferences on the leeward side. Due to crossflow separation, data are not
available up to the leeward plane. The differences in streamwise skin-friction
coefficient are nearly constant in the transverse direction at a downstream
section (Figure 17). The transverse variation of the transverse skin-friction
coefficient is shown in Figure 18.

The force and moment data for this case are shown in Table 5. The
differences between perfect gas and the table look-up results are much swmaller.
The axial force coefficient for perfect gas conditions is seven percent less
than the table look-up results, while the center of pressure locations are
within about one percent.

Case D (o = 20 degrees)

The streamwise variations for all the quantities are similar to those for
Case C. At the same section there is earlier crossflow separation due to the
higher angle of attack.

The transverse variations of wall pressure (Figure 19), wall heat-transfer
rate (Figure 20), streamwise (Figure 21) and transverse (Figure 22) skin-
friction coefficients are also similar.

The axial force coefficient for perfect gas is six percent less than the

table look-up results (Table 6), while the center of pressure location is
nearly the same.

Computing Times Required

Computing times given in the tables are with the table look-up time as a
reference of 100. Due to the absence of some input/output for the perfect gas
model, the time for this condition is slightly lower than the Cohen and Bade
options. If one omits the extra printout, the curve-fit of equilibrium proper-
ties and perfect gas computing times are very comparable and result in a sixty
percent reduction in the computing time required for the table look-up model.

For low values of wall temperature, since all the equilibrium models es-
sentially use Sutherland's viscosity and the density from the table look-up
and Bade options is in good agreement, the differences in the wall heat-
transfer rate are probably due to the differences in the Prandtl number.

CONCLUSIONS

In general, wall heat-transfer rate differences between the perfect gas
and table look-up results are about ten percent, while the axial force coef-
ficients differ by five to fifteen percent. Large pressure differences in the
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nose region (which constitutes a significant percentage of the frontal area)
probably cause the large differences in axial force.

Curve-fitscan be effectively used to model the thermodynamic and trans-
port properties of air in chemical equilibrium producing reasonably good force
and moment coefficient predictions and with computing times that are com-
parable to the perfect gas model. The differences in wall heat-transfer rate
for equilibrium flow are probably caused by the differences in Prandtl number.

Since there are considerable differences between the perfect gas and
equilibrium air results, the viscous shock-layer method just developed should
be used to predict viscous flows in chemical equilibrium, such as for reentry
conditions, with good accuracy and within reasonable computing times.

NOMENCLATURE
Cf skin-friction coefficient in the streamwise direction
s
Cf skin-friction coefficient in the transverse direction
¢
Cp constant pressure specific heat
h static enthalpy, h*/Ui
2 2 2
H total enthalpy, h + (v + v" + w')/2
kt eddy thermal conductivity, -(pv)'h'/(ezah/an)
M Mach number g
: * ‘
n_ shock-standoff distance, nsh/R
* 2
P pressure, p /p U_
Pr Prandtl number g
Prt turbulent Prandtl number, Cput/kc
Q convective heating rate, Btu/ftz—sec ;
x _* :
4 distance from and normal to the body axis, r /R
— R* body nose radius i
S,0.¢ general surface-normal cocrdinate system streamwise, normal and b
' crossflow directions ;
]
T temperature ;i
il
™ eference temperature UZIC* :
ref r P » VYoo p
T1-249




e s

pr—— * —

u,v,w streamwise, normal and crossflow velocity components nondimensionalized
by the freestream velocity, q:

W dependent variable

o angle of attack

Y ratio of specific heat

2 * U *

£ Reynolds number parameter, ¢~ = pref/pco R

+

€ u/p

8 body angle in the streamwise direction

. . * %
u viscosity, u /uref
* £ i ity, p*(T_ )
Boef reference viscosity, p ref
M, eddy viscosity, —(pv)’u'/(ezau/an)
. *

p density, p /poo

Subscripts

B Bade

C Cohen

INV Inviscid

s Streamwise

sh conditions behind the bow shock wave !

t turbulent quantity q

w wall condition

@ dimensional freestream conditions

¢ transverse 3
:

Superscripts {

*

”

dimensional quantity

fluctuating value
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TABLE 1. Freestream Conditions

!
|

Altitude, h{feet) 40,000 80,000 160,000
ﬁ M, 20.6 20.4 18.4
Velocity, U_(ft/sec) 20,000 20,000 20,000
Pressure, p_(1b/ft?) 393.085 58.505 1.942
Temperature, Tw(R) 389.97 397.69 487.17
Density, P (slug/ft3) 5.873E-4 8.571E-5 2.322E-6
Reynolds Number (per foot) 3.955E7 5.679E6 1.305E5
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TABLE 2.

Test Cases

] c * Alt e T /T Flo

‘ ase (degrees) (feet) (R) w W

|
A 0 80,000 540 1.36 Laminar
B 2 40,000 3600 9.16 Turbulent
C 10 80,000 Adiabatic - Laminar
D 20 80,000 540 1.36 Laminar
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TABLE 3. Force and Moment Data (Case A)

a = 3 deg, Alt = 80,000 feet, Tw

Actual Values

= S40R, S/R = 30

PG TLU COHEN
CA 0.070216 0.076465 0.076465
INV
CAP 0.06831 0.07538 0.075C9
C 0.00251 0.00245 0.00209
ASF
C 0.070824 0.077835 0.077176
ATOT
TME™ 72 233 102
(Sec)
Percent Variation Based on TLU
PG COHEN BADE
CA 8.2 0.0 0.0
INV
CAP 9.4 0.4 -0.3
CA -2.4 14.7 11.0
SF
C 9.0 0.8 0.1
ATOT
1-
TIME 33 44 43

*
IBM 370/3032 with FORTHX COMPILER (OPT2)
+Based on TLU=100
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0.076465

0.07557

0.00218

0.077757

100
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| TABLE 4. Force and Moment Data (Case B)
a = 2 deg, Alt = 40,000 feet, T = 3600°R S/R = 32
Percent
Actual Values Variation
Based on TLU
PG TLU BADE PG BADE
C 0.06331120 0.0654952 0.0654952 3.3 0.0
Anww
C 0.0345556 0.0392156 0.0392156 11.9 0.0
N
INV
CA 0.071163 0.078564 0.078414 9.4 0.2
CN 0.032386 0.038607 0.038653 16.1 -0.1
CM -0.021207 -0.025800 -0.025856 17.8 -0.2
Zcp/L 0.654814 0.668288 0.668924 2.0 -0.1
CA 0.00595 0.00744 0.00710 20.0 4.6
SF
CAP 0.06521 0.07112 0.07132 8.3 -0.3
+ T
TIME 1778* 5203* 2384* 34 46
*
Seconds, IBM 370/3032 with FORTHX COMPILER (OPT2)
*Based on TLU=100
|
!
)
-e
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TABLE 5. Force and Moment Data (Case C)

ks (.19

Atp R

Actual Values Percent Variation
Based on TLU
PG TLU PG

c 0.094359 0.097347 . 3.1

C 0.296715 0.302710 2.0

A o = 10 deg, Alt = 80,000 ft, Tw = Adiabatic, S/R = 32
»

CA 0.099410 0.106954 7.1

CN 0.302246 0.299984 -0.8

CM -0.198296 -0.194445 -2.0

Zcp/L 0.656076 0.648185 -1.2

c 0.00433 0.00482 10.2

ASF

CAP 0.09508 0.10214 6.9

!
“ "
i
1 ,
J
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TABLE 6.

20 deg, Alt = 80,000 ft, T

Actual Values

PG

.151591

.716164

.159610

.719390

.450558

.626305

.00613

.15348

TLU

.155653

.727595

.170116

. 732410

.459907

.627937

.00644

.16368

S540R,

Force and Moment Data (Case D)

S/R =

Percen
Based

2.

1.

6.

1.

2.

0.

32

t Variation
on TLU
PG

6

6

2

0

3
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FURTHER DEVELOPMENT OF THE STREAMLINE METHOD FOR DETERMINATION
OF THREE-DIMENSIONAL FLOW SEPARATION

P el .-

Tsze C. Tai*

David Taylor Naval Ship Research and Development Center

Bethesda, Maryland, USA

Abstract

The streamline method for the determination of
three-dimensional flow separation has been further
exploited with emphasis on improving the friction
model. Two approaches (numerical and analytical) for
providing the required friction distribution are
studied. The close agreement between the calculated
line of separation based on numerical friction data
and the original three-dimensional boundary-layer
solution implies that the streamline method is a
valid economical approach for determining the vortex-
layer type flow separation if proper friction infor-
mation is provided. The use of a simple analytical
friction formula, on the other hand, only leads to
qualitative results.

Introduction

A streamline approach for determining the free vortex-layer type, three- |
dimensional flow separation was developed recently.1 This approach is based on
the Maskell postulation about separation patterns in three dimensions. The line
of separation is determined by the envelope of converging streamlines inside the |
viscous layer. To simulate the vi.:ous effect, a friction model consisting of (
inertia terms multiplied by empirical parameters was proposed.

The method has been exploited further with emphasis on improving the friction
model. As in the previous paper, a prolate spheroid in an incompressible flow at
moderate angle of attack is considered as an illustration. An analytical friction ¥
formula as well as numerical friction data, have been employed in place of the
previously proposed empirical model. Results of such uses on three-dimensional
flow separation patterns over a prolate spheroid of a/b = 6 at o = 10 deg are i
presented in the present paper. :

G Ty s

*Research Aerospace Engineer, Aviation and Surface Fffects Department
This work has been sponsored by the United States Naval Air Systems Command
(AIR-320D, AIRTASK 9R023-02-000) under the cognizance of D. Kirkpatrick.
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Streamline Method

The streamline method for the determination of the vortex-layer type three-
dimensional flow separation consists of three first-order ordinary differential
equations. In particular, for the case of a prolate spheroid at an angle of
attack, these equations take the axisymmetric form

0T 3T
Do _ 1 (2__3) (1313 ¢) df sin 2
DS 2 [ax 52 ) SR O - \F 55 -3z ) 08 0l -ax T ¥ (1)
YMP
D¢ _ sin ©
DS £ (2)
Dx _
Ds - ©os C] (3)

where f = radial distance measured from the centerline

S = the distance along a viscous streamline inside the boundary layer
(see Fig. 1)

x = the distance along the body surface of a constant ¢ plane
© = the local streamline angle measured with respect to the x coordinate
1 = shear stress

¢ = the azimuthal angle measured from the most windward line (see Fig. 2)

For a prolate spheroid, f is defined by
- 1/2
f=b[1-(§--1)2] (4)

Other symbols have their usual meaning.

For a prolate spheroid at incidence, values of pressure gradients are
 , readily obtained by a closed-form potential-flow solution

! P=P + 3 [1—-3——2'] (5)
’; v, V.
i
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The pressure gradients are readily obtained using the relations!

- c2 1/2
®___2u 2 Q) -Q) 3 u. ©
B T el 2% .2 % ()
l-e (-a-- 1)
@ _ 2 |uw 3wy v 3 v (N
30 - PuVa [Vm 5% Vm) + V. % (Vm)]

where e is the eccentricity of the ellipsoid. Expressions for u/V_ and v/V_
given by Wang,2 are also found in Ref. 1.

With these equations and with the knowledge of the friction distribution
for arx/az and 31¢/Bz, the viscous streamlines can be calculated inside the

three-dimensional boundary layers. The flow separation line is then determined
by tracing the envelope of converging viscous streamlines.!

Friction Distribution

The stumbling block in the problem lies, therefore, on the availability of
the knowledge of the friction distribution without solving the complex three-
dimensional boundary-layer equations. In addition to the earlier att:empt,1 a
numerical approach and an analytical approach are used to provide the required
friction information. The use of the numerical approach is solely as a check of
the accuracy of t%e method, so that it should not be regarded as a normal course
of computations.

Numerical Friction Data

The numerical friction data, provided by Cebeci, are based on the three-
dimensional boundary-layer solution procedures described in Ref. 3. The distri-
butions of shear stress and its normal derivative at the wall were computed for a
prolate spheroid with body thickness ratio, b/a = 1/6, at an angle of attack
o = 10 deg. The Reynolds number was 7.2 x 10® based on a freestream velocity of
54 m/sec (177.17 ft/sec) and a total length of the body, 2a = 2 m (6.56 ft).

To facilitate the numerical implementation, the friction data were curve
fitted in accordance with the least squares method. TFourth-order polynominals
were used for fitting the arx/az data and fifth-order polynominals for the ar¢/az
0 =0
have been smoothed out by the curve fit. Plots of these curves are shown in
Figs. 3 and 4.

data. Discontinuities of the numerical data that occur when Tx‘i Oor

11-283

Bl rsa s e o4




Analytical Friction Formula

Attempts were also made to employ approximate analytical expressions for the
friction model. As opposed to the balance-of-force type empirical form previously
used in Ref. 1, a direct shear stress approach is undertaken in the present work.
The shear stresses of interest are those in a surface above the wall where the
viscous streamlines are to be calculated. 1In particular, the surface inside the
boundary layer having a velocity u = 0.707 ug is chosen for computing the viscous
streamlines.

The shear stress tor a two-dimensional turbulent boundary layer can be

expressed approximately by taking over from the circular pipe equation,
Eq. (20.12) of Ref. 4,

v = 0.0225 pu

N [<

7/4 ( )1/4 (8)

This equation is valid for any wall distance z. Using the 1/10-th-power law
velocity distribution (for high Reynolds number flows):

1/10
- ()Y ®
e
Equation (8) can be expressed in the form
T = 0.0225 DUe7/4 5-7/40 vl/4 2-3/40 (10)
Differentiating Eq. (10) with respect to z yields the normal derivative
of shear stress in the viscous layer having u = 0.707 u,
3 . o075
9z z
(11)
= - X
= =2.4 3

where z = 00,0312 §, which corresponds to u = 0.707 u, in accordance with Eq. (9),
has been used.



e

7]

> -

]
|
|
_

The boundary-layer thickness 8 is obtained using the flat plate solution
with the aid of 1/10-th-power law velocity distribution

- v \1/5
8§ = 0.453 (x) (u x) (12)
e
The shear stress at z = 0.0312 § is
_ 2 , v .1/4
T = 0.0292 ou, (E;g) (13)

It is assumed that the crossflow is small so that Eq. (11) may be valid in the
streamwise direction. Substituting the streamline distance for x and the overall
velocity at the edge of boundary layer for u , 37/3z will be valid along a
streanline. Tts components are €

aTx 9T
a7 = a3z cos O (14)
Ry
¢ _ ot _.
32 = 3 sin © (15)

The plots of these components for the case of a prolate spheroid of thickness
ratio b/a = 1/6 at o = 10 deg and V_ = 54 m/sec (177.17 ft/sec) are shown in

Figs. 5 and 6. These conditions are chosen to be exactly the same as for numerical
friction data so that a direct comparison can be made.

The small-crossflow assumption that restricts the validity of Eqs. (14) and
(15) to bodies at small angle of attack almost prevents the consideration of most
flow separation problems. Nevertheless, it is of interest to see how far a simple
analytical friction formula can be >f use in the subject problem.

Results and Discussion

Results of three~dimensional flow separation over a prolate spheroid with
body thickness ratio 1/6 at a = 10 deg are presented using: (a) numerical
friction data, (b) an analytical friction formula, or (c) zero friction (pure
inviscid potential flow). For cases (a) and (b), the viscous streamlines were
calculated inside the boundary layers at mean velocities about 0.707 of those at
the edge of the boundary layer.
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The results of case (a), that is, based on the numerical friction data, are
shown in Fig. 7. The calculated line of separation by the present method
coincides with the locus of flow separation corresponding to T < 0 in the

original three-dimensional boundary-layer solution of Cebeci. The close agreement
of the presently calculated result with the original solution implies that the
streamline method is a valid economical approach for determining the line of
separation, if proper friction information is provided. 1t also sheds some light
on the formulation of the analytical friction model, on which the present method
mainly relies.

The line of separation found by using the simple analytical form, case (b)
on the other hand, lies further downstream; see Fig. 8. The length of the
separation line is also reduced considerably. The difference 1is apparently caused
by less severe variations of the shear stress derivatives from the analytical
formula than from the numerical data. Particularly, the analytical ar¢/az does

not exhibit any change from negative to positive values (see Fig. 6), which are
the main driving forces for the flow separation. Therefore, the result can only
be regarded as qualitatively correct.

The result is encouraging in the sense that there is plenty of room for
improvement to the friction formula, and thus for the accuracy of the line of
separation. 1In particular, the small crossflow assumption can be removed easily
either by a correcting procedure or by a more realistic consideration of the
crossflow theory.

Finally, for comparison purposes, the pure inviscid flow pattern, case (c),
is depicted in Fig. 9. All of the streamlines merge to the rear stagnation
point and leave the body surface. Since there is no friction, there is no
separation. The curvatures of the inviscid streamlines are noticeably smaller
than those of viscous streamlines, which are consistent with similar comparison
observed by Han and PatelS.

Concluding Remarks

The following are conclusions based on the present work

1. The streamline method is a valid economical approach for determining
the vortex-layer type, three-dimensional flow separation if proper friction and
pressure distributions are provided.

2. The use of a simple analytical friction formula in the streamline
method produces only qualitatively correct results on the line of separation.

Acknowledgement
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Fig. 1 - Streamline in a Boundary Layer

Fig. 2 - Coordinate System for a Prolate Spheroid
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COMPARISON OF NUMERICAL RESULTS AND MEASURED DATA FOR
SMOOTH AND INDENTED NOSETIPS

Tsuying Hsieh
Naval Surface Weapons Center, White Oak, Maryland

ABSTRACT’

Numerical calculations, using an unsteady implicit numerical
algorithm which solves either the inviscid or the thin-layer
Navier-Stokes equations, were performed for smooth and severely
indented nosetips at hypersonic speed and zero angle of attack.

The computed results of inviscid and laminar flowfield are
compared to wind tunnel measured data for surface pressure, shock
location, heat transfer and density distribution in the shock layer.
Good agreements between the calculated and measured flowfield are
obtained for smooth nosetip without flow separation. Difficulties
in the simulation of severely indented nosetips with large separation
bubble or sharp corner are discussed.

NOMENCLATURE

Cp = Pressure coefficient, p-p./% Po Uw 2

J,K = Index of grid in the streamwise and
body-to-shock direction respectively

L = Reference length, 2.56 cm (1 in.)
M = Mach number

n = normal direction

P = pressure

Pr = Prandtl number

R = Radius of circular arc

Re = Unit Reynolds number, U,/v

Rs = Radius of sphere

S = Arc length

. L+ M) /e fTo TwY ! 3(T/Te )
St = Stanton number Re, (Pr, + Pry) [T—.,,"r.,] 3 (n/L)

t = time

T = temperature
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U = Velocity

X,Y = Axial and radial coordinates respect-
ively

p = Density

EE = Coefficient for explicit dissipation
€I = Coefficient for implicit dissipation
¥ = Kinematic viscosity of fluid
Subscript

» = free stream

L

laminar flow

o = stagnation point

(a4
n

turbulent flow

wall

]

INTRODUCTION

Because of ablation, the nosetip of a spherical body undergoes continuous
change during re-entry. The shape of the nosetip has a great influence on
the flowfield over the entire body, i.e., the nose region and thus the
afterbody. In order to understand the flowfield about indented nosetip shapes
that are likely to occur during the re-entry process, considerable effort has
been expended both experimentally and theoretically.i‘a (also see references
listed in Ref. 1 and 2).

Among the experimental work, Refs. 3 and 4 provide a comprehensive set of
measurements for a systematic change of nosetip shapes. This includes
surface pressures, heating rates, flowfield pictures using electro-optical
techniques and velocity mapping using Laser Doppler Velocimeter. These
experiments are intended to provide basic information about the important flow
features to be expected in the flowfield and also serve as a useful data
base for the development of a numerical code to predict the flowfield.

Among the many numerical schemes intended for indented nosetip calculation,
a promising and versatile one seems to be due to Kutler et al.l As described
in Ref. 1, Kutler et al solved the unsteady Navier-Stokes equations with the
"thin-layer" approximation for nosetip of arbitrary shapes at zero indicence
using the implicit factored numerical algorithm of Warming and Beam.’ The
steady solution is obtained asymptotically in time and both viscous and
inviscid flowfields can be computed using the same computer program, refered
toas K-C~L code in thig paper. As described in Ref. 2, when the inviscid
portion of the K-C-L code was applied to the noseti, shapes reported in
Ref. 3 and 4 surmountable difficulties were encountered during the course of
calculation because of the presence of small radius expansion corners and a
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concave compression turn in these nosetips. It was later found that a special
calculation procedure is required in order to obtain reasonable solutions.

For the details of the numerical procedure used in the K-C-L code and the
special calculation procedure for the indented nosetip computation, the
readers should consult to Ref. 1 and 2 and will not be repeated in this paper.
The same calculation procedure has since been applied to compute viscous flow
over smooth and indented nosetips and several typical results will be described
and compared to measured data.

IT. RESULTS AND DISCUSSION

A. Smooth Nosetips

The comparison of inviscid results for surface pressure and density
distribution over a sphere 1is reproduced here from Ref. 2 as shown in Fig. 1.
The grid used in the computation is J = 32 (along body surface) x K = 12
(across the shock layer) and the total number of time steps used is 600
(with a courant number of 2.5). This requires about 2 minutes CPU time in
CDC-7600 computer. The surface pressure is compared to the work of Inouye
and Lomaxb and the measured data of Baer’ as shown in Fig. la. The density
distribution in the shock layer is compared to the measured data of
Sedney and Kahl8 as shown in Fig. lb. The agreement are seen to be very good.

Viscous flow calculations based on the thin-layer approximation of Navier-Stokes
equations, were performed for a hemisphere-cone under the following flow
condition: Me = 5.92, Re, = 5.5 x 106/ft and Tw/Two = 4.78. A grid of 28x32
was used. For laminar calculation, 400 time steps with a Courant number (CN)
of 75 can be considered as the final solution (the nondimensional shock speed
is in the order of 10~3 and the CPU time is about 5 min). As shown in Fig. 2
the calculated results for heat transfer in term of Stanton number over the
surface is compared to the measured data reported in Ref. 7. Also plotted
in Fig. 2 is the boundary layer calculation using Cebeci-Smith's boundary
layer code as given in Ref. 7. It is seen that the agreement is satisfactory.
It should be noted that for hemisphere-cone, the flow is fully attached, The
surface pressure agrees well among the inviscid and laminar calculation as
well as the measured data. Therefore, the good agreement in heat transfer
between the boundary layer and the thin layer N-S calculation is to be expected.

In the numerical procedure, there are two kinds of dissipation used for
stability purpose, i.e., the explicit and implicit dissipation terms with
coefficients of €E and €I respectively. For inviscid and laminar calculation,
solution can be obtained without the implicit dissipation. For turbulent calculation,
it was found that the implicit dissipation must be added in order to have a
converged solution. Since the implicit dissipation terms have no effect on the
solution as the steady state is approached, it 1is therefore used in both laminar and
turbulent calculation. The explicit dissipation terms, on the other hand,
will always present. In viscous flow calculation, it is desirable that the
explicit dissipation coefficient be kept minimum so that the real viscous
effects can be simulated. From the experience for indented nosetip calculation,
the value of €E cannot be too small in order to have a smooth bow shock (no
wiggling) where the flow can essentially be assumed to be inviscid. Therefore,
the €E value in the n direction is linearly reduced to one tenth of the input
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value toward the wall in order to minimize its effects there. This devise

also consistent with the thin-layer approximation. When ®E is linearly
reduced, it is denoted by €E “ to distinguish from the uniform one. As shown

in Fig. 2, the effects of ®E“ are seen to be insignificant in the heat transfer
results for hemisphere-cone with ®E “varies from 0.1 to 0.02 and €I = 3 € ",
This is not so for indented nosetip calculation.

In the simulation of turbulent flow, the turbulence model of Baldwin and
Lomax? was used. The final laminar solution with €E = 0.1 was used as the
initial flowfield for turbulent calculation. A turbulent solution was
produced in 200 time steps with the nondimensional shock speed in the order
of 10-3. As shown in Fig. 2, the Stanton number increase significantly for
turbulent flow as compared to the laminar flow one (no measured data for
comparison). It should be pointed out that the surface pressure obtained from
the laminar and turbulent solution agree to two digits.

B. Indented Nosetips

The special calculation procedure for inviscid flow over indented nosetips
as described in Ref. 2 was applied to calculate viscous flow over indented
nosetips. Model 1 and 4 as described in Ref. 2 were chosen for this investigation.
The simulation of viscous turbulent flow over indented nosetips has not been
very successful as described in the following paragraphs.

Laminar flow over Model 4 was first calculated. The calculation started
with a grid of 24 x 32 (CN = 150, ®E = 0.4, ®I = 0) for 400 time steps to
obtain a laminar solution over a sphere at M, = 5.0, Re = 8 x 106/FT and
Tw/Te = 5.4. The sphere was then deforned to the shape of Model 4 in 1800
time steps. The grid was then increased to: (!) 58 x 32 and (B) 56 x 48 in
another 1600 time steps each with the final values of CN = 50, ®E = 0.1 for
(A) and €E“ = 0.3 for (B). The calculated surface pressure and shock
locations from these two solutions are close (results not shown). This provides
a self verification of the results. Since grid (B) contains more points in
the n direction, its solution resolves the flow field better and is used for
comparison as shown in Fig. 3 and 4.

Unlike the hemisphere-cone, the turbulent calculations for Model 4
encountered serious difficulties. Large amplitude oscillation of pressure
in the flowfield quickly interrupted the computation. The value of CN was
gradually reduced and the value of €I was increased (°E = 0.3 was maintained).
At CN = 2 and ®I = 6, it was possible to run for 200 time steps with the
non-dimensional shock speed coverging to a value of 0.04. The shock speed is
then started to increase slowly but steadily. A further increase of €I up to
12 would not help to obtain a converged solution. Thus, the solution before
the shock speed started to increase is shown in Fig. 3 and 4 for comparison.
It is understood that the turbulent solution shown in Fig. 3 and 4 is not
the converged solution.

Fig. 3 shows the comparison of shock location between calculations and
experiments. The inviscid shock layer is thinner around the indented region
as expected. The laminar and turbulent solutions for shock location are
almost coincide and fall in between the inviscid solution and the measured
data. The primary separation bubble indicated by the laminar solution is

11-300




smaller than observed experimentally. The laminar separation point of the
primary separation bubble is at the downstream end of the expansion corner,
but the flow picture (Fig. 8a of Ref. 2) shows that the flow separates
immediately at the beginning of the expansion corner. In general, the
effects of turbulence is to move the separation point toward downstream and
the separation bubble will be smaller. This fact suggests that the discrepancy
is not because of turbulence effects but from some other sources which are not
captured in the numerical solution. Also the laminar solution indicates that
there is a secondary separation bubble within the primary separation bubble
:: ;k:tc?ed in Fig. 3. The secondary separation bubble was not reported

ef. 4.

In Fig. 4, the surface pressure distribution obtained from the inviscid,
laminar and turbulent solution are compared to the measured data. It is
noted that the viscous solutions compare better with the measured data than
the inviscid curve. The region around the expansion corner S/L ~ 0.26 - 0.7
where the inviscid and viscous solutions are seen to agree well (i.e., no
flow separation) but are lower than the measured data. The dip in the
pressure curve in the region S/L ~ 2.5 (where the secondary separation
bubble starts) is not shown by the measured data. A calculation was made with
the complete Navier-Stokes equation for laminar flow with the same grid
distribution as used in the thin-layer approximation calculation and the
results for surface pressure agree up to two digits.

For Model 1, there 1is a sharp expansion corner with a radius of 0.062 inch.
Three grid points were used to cover the corner as was done for the inviscid
calculation reported in Ref. 2 and a total grid points of 33x32 were used for the
viscous calculation. Only laminar solution can be obtained. As shown in Fig 5
and 6, the inviscid solution agrees reasonably well with the measured data for
both the shock location and the surface pressure because the separation bubble
is small as indicated by the flow picture (Fig. 5a of Ref. 2). In contrast to
the result of Model 4, however, the laminar solution indicates that the flow
separates immediately after the corner and form a large primary separation bubble
as shown in Fig. 5. Within the primary separation bubble, there is also a
secondary separation bubble around the location of compression turn. As a result
of the primary separation bubble, the laminar shock layer becomes thicker nezr the
separation bubble and thinner afterwards as compared to the measured data. Also the
surface pressure obtained from the laminar solution looks entirely wrong.

It was not possible to obtain a turbulent solution for Model 1, not even
one like that of Model 4. The obvious reason is that the laminar solution is
too far off from the measured data, which is assumed to be close to the turbulent
solution, therefore the starting flowfield is too poor to carry through the

calculation,

ot



code works well for smooth nosetips. For those indented nosetips investigated

in this paper, the code fail to give a satisfactory solution. Possible reasons

for the failure of the code to obtain a solution and for the discrepancy

between the viscous calculation and the experimental data are suggested as

follows: (1) The turbulence model used is inadequate. (2) The first- 1
order-accurate numerical procedure is not sufficient to simulate the complicated :
flowfield. (3) The grid points and their distribution are insufficient to

resolve the viscous effects. (4) The sharp corner as described in Model 1

requires special treatment to avoid flow separatiou introduced from sources

other than the viscous effects. (5) Because of the prevailing of a large

separation bubble, the thin-layer approximation may lead to wrong solution,

i.e., for a significant portion of the flowfield, the viscous terms in

both the £ and n directions should be kept.

From the above comparison of results, it is concluded that the numerical l

Ablated Nosetips Using an Unsteady Implicit Numerical Procedure"
ATIAA Paper 78-213, Jan 16-18, 1978.

2. Hsieh, T., "Numerical Investigation of Flowfield About a Series of
Indented Nosetips," AIAA Paper No. 81-0077, Jan. 1981.

3. Ragsdale, W. C. and Morrison, A. M., "IAP 202 Heat Transfer and Pressure
Tests in the NSWC/WOL Hypersonic Tunnel," NSWC/WOL MP 78-18, October 27, 1978.

4. Yanta, W. J., "Indented Nose Flowfield Tests,'" WTR 1329, Naval Surface
Weapons Center, White Oak, MD., July 1980.
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STRUCTURAL AND ELECTRICAI PERFORMANCE
CONSIDERATIONS IN THE DESIGN OF
MULTIBAND RADOMES

G. Dajiley and R. C. Mallalieu
The Johns Hopkins University Applied Physics Laboratory
Laurel Maryland

ABSTRACT

1 Multimode guidance capability is a requirement for missiles that will
satisfy the Navy's near- and far-term area defense needs, which implies the
use of thin walled radomes on missiles that will operate at speeds up to M8.
Structural analyses were conducted to determine the minimum wall thicknesses
that are required to carry the aerodynamic loadings during sea level flight
at speeds from M2 to M6 undergoing a2 30g maneuver. In this paper the results
of the parametric loads and stress investigation are discussed. Also ccvered
are the results of an investigation into the electrical performance of three
different wall configurations for use with dual-band guidance at 3 and 5 GHz.

INTRODUCT ION 3

Three radome shapes were investigated, von Karman with length-to-diameter §
ratios (2/d) of 2.1 and 3.0, and a hemispherical &/d of 0.5. Of interest were i
base diameters of 7.5, 13,5, and 19.5 in. and flight Mach numbers of 2, 4, and 6. i
The materials of interest were Pyroceram 9606, reaction-sintered silicon nitride
(RSSN), hot-pressed silicon nitride (HPSN), slip-cast fused silica (SCFS), and
quartz polyimide (QPI). Thus there were three 2/d's, three diameters, three Mach
numbers, and five materials, total of 135 cases.

Calculations of aerodynamic loads and centers of pressure were made (Reference
1) and used to define minimum wall thicknesses to carry the bending moments result-
ing from these loads. Also, using the HIMACH code (Reference 2) at NSWC/Dahlgren,
pressure distributions were computed on several radomes at various angles of attack.
After programming the von Karman radome geometry for the SATANS computer code (Ref-
erence 3), some of these cases were explored to determine the wall thicknesses
required to prevent buckling. The mechanical analysis indicated that relatively
thin ceramic radomes can withstand the assumed flight environments and that structural
failure may be due to either buckling or excessive stress at the base of the radome.

The work described in this was performed under the sponsorship of the Surface
Warfare Systems Research and Technology Office (62R) of the Naval Sea Systems
Command (Contract No. N00024-81-C-5301). Mr. L. Pasiuk (SEA 62R) was the program
manager and Dr. F. Moore (NSWC) was the program sponsor.




In the electrical performance investigation a dual-band missile allowing
3 CHz passive guidance combined with 35 GHz terminal homing was assumed. For
this concept an 0.078 inch halfwave Pyroceram radome was compared to fullwave
and half-sandwich designs. The halfwave radome is sturdy enocugh to survive a
variety of missions, but it is considered too fragile to survive the stresses
of fabrication and military handling. However, the electrical evaluation showed
that the performance of the halfwave radome far exceeded that of the thicker
alternatives. 1Its bandwidth was about 5% at 35 GHz compared to 2% for the
others. Even within their passbands, the boresight errors of the fullwave and
half-sandwich will probably be twice those of the halfwave. If high frequency
systems are to be utilized, methods must be found to allow the fabrication and
handling of thin ceramic radomes.

— o= mt
B B Ry Py et PRSI R N

LOADS AND STRESS ANALYSIS OF RADOME BASE

The aerodynamic loads on a missile are schematically shown in Figure 1, where
N is the normal force, D is the drag force, and X and y give the location of the
center of messure. The missile was assumed to be undergoing a sea level 30 g
maneuver in order to get the maximum aerodynamic loads on the radome. The angles
of attack necessary to pull the 30 g maneuver and the resulting aerodynamic loads
were computed using standard missile weights and aerodynamics by Marley (Reference
1). It is assumed that the distance y is small and that the contribution to the
moment at the base from drag is small. The inertial loads are also assumed to be
small and are neglected.

The stress at the base of the radome due to bending moment and axial drag
loading is therefore (Reference 4)

. Mg _p (1)
g = —'"'th ZTI'RT

where o is the stress, Mp the bending moment at the base (NX), R the base radius,
and t the radome thickness. To determine the strength requirement for a radome

it has been found convenient to express the above in a more generalized parametric
form given below:

Su_ ¥ | M3 _D (2)
R wZ | = R 2

wvhere gy 1s the ultimate strength of the radome material and FS is the ultimate
factor of safety.

The required values of o,t as calculated from equation (1) are given in

R
Table 1 with a factor of safety of 1.25 and are plotted versus Mach number in
Figures 2 and 3 for all the different configurations. If the angle of attack
is independent of diameter then the curves of Figures 2 and 3 reduce to a single
curve for each value of £/d. These results are expressed in general terms and
are dependent upon the radome's material properties. -
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BUCKLING ANALYSIS

For thin-walled radcmes under aerodynamic loads, failure due to buckling
must be considered. Although a radome made of a brittle material will not buckle
in the classic sense, impending buckling will cause stress failures. In order to
study buckling of thin-walled radomes, the SATANS computer program {Reference 3)
was used. The SATANS program solves geometrically nonlinear, arbitrarily loaded
shells of revolution. It uses finite differences in the meridional coordinate and
a Fourier expansion in the circumferential coordinate. In the linear case, the
total solution is the sum of the solutions for the circumferential modes, but, for
the nonlinear case, coupling occurs between the fourier modes. The SATANS progiam
solves the geometrical nonlinear equilibrium problem rather than the eigenvalue
problem. For a perfect shell subject to a perfectly symmetrical load, there is no
coupling between Fourier modes and buckling will not occur. The method used to ob-
tain buckling loads is to introduce an imperfection in the load of the form

eCy cos né, (3)

where € is a small number, Cy is the Fourier coefficient for the zeroth mode, and
n is the mode number for which the buckling load is wanted.

The aerodynamic loads were calculated using the HIMACH code (Reference 2) at
NSWC. This code calculates the pressure coefficient, Cp, over the entire radome.
The pressure coefficient is calculated as a three-term Fourier series,

Cp X, 8) = CO(X) + C1 (X) cos @ + CZ(X) cos 208.

The three functions, Co(X), C1(X), and Cp(X), are read into the SATANS program
and used to define the loading distribution. For most of the SATANS rumns, four
circumferential modes were used:

0, 1, 2, n,
where the load on mode n is defined by Equation 3.

The equations defining the geometry of the von Karman radome have been derived
in the Appendix of Reference 5. These equations defining radius, radii of curvature,
etc. have been programmed into the SATANS code.

For the base bending stress case, the important generalized parameter was o,t/R;
however, for3the buckling case it is Et /R She bending stiffness of the shell
divided by R”). The reason for dividing by R? is that for shells 3f the same shape )
but different size subject to similar loads, if the value of Et?/R” is the . me, the £
buckling load will be the same. Som the results from the SATANS code, this gen-
eralized buckling parameter (Et /R ) and a parameter referred to as the load factor !
are plotted in Figure 4 for the lowest buckling modes. The load factor is defined
as the ratio of the applied load to the nominal load. Therefore, since a Sactor of
safety of 1.25 is assumed to be the design requirement, the value of Et /R at a
load factor of 1.25 is used to calculate the required wall thickness for each material.

In Figure 4 note that all but one of the SATANS runs were made with a diameter
of 19.5 in. This was done as an economy move to keep the number of runs to a
minimum., It has been assumed thgt She effect of angles of attack is small and
that the critical load versus Et?/R> is independent of size. One run was made to
check this assumption. The results for the 7.5 in. diameter radome do fall
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on the curve for the 19.5 in. diameter radome. The required values of Et3/R3
for a load factor of 1.25 have been included in Table I. In this table only
the £/d = 3.0 von Karman radome has a full set of values and no values are
present for the hemispherical radome.

In Figure 5 the modal deflection curves for a typical SATANS run at Mach
6 are shown. Note that the curve for mode 4 becomes flat before the SATANS run
stops. Near the buckling load the deflection for mode 4 changes a lot for a
very small change in load.

CALCULATION OF MINIMUM WALL THICKNESS

The generalized results of the analyses are summarized in Tablg 1. Here

the generalized parameters are oyt/R for base bending stress and Et /R3 for
buckling. The radomes are assumed to have reached equilibrium temperatures at

the time the loads are applied. For the five materials considered in this study,
the ultimate stress in both tension and compression and the modulus of elasticity
at the approximate equilibrium temperature are considered. Using the material
property data of Table 2 and the generalized parameters from Table 1, the minimum
wall thickness were calculated. The resultant wall thicknesses are shown in Table
3, and for Pyroceram 9606 they are shown in Figure 6.

ELECTRICAL CONSIDERATIONS FOR A HIGH-FREQUENCY CERAMIC RADOME

One attractive combination of guidance modes is passive guidance at fre-
quencies on the order of 3 GHz followed by active guidance (transmitter and
recelver on the missile) at a much higher frequency, perhaps 35 GHz. The most

stringent requirements for the dual-band radome are at the high terminal frequency.
There are:

1) Low insertion loss to allow timely detection.

2) Low radome refraction (boresight errors) to prevent steering
instabilities.

3) Transmission relatively independent of changes in incident
polarization.

The first requirement means that the radome wall structure must be designed to
minimize microwave reflections since these are far more significant than material
resistive heating. For a single layer radome, this restricts operation to pass-
bands about the thin wall, halfwave, or multiple halfwave modes. Within these
passbands, the other design objectives are primarily determined by the tvpe of
radome wall and the dielectric constant (e) of the material.

The solid wall halfwave radome is by far the most attractive for single-
band operation. Although its bandwidth is only 5%, its high transparency, low
refraction, and favorable polarization properties make it a useful standard of
comparison for other radome designs. The thinwall radome operates as a low-pass
filter. Thus, a single layer radome could operate as a halfwave radome over a
5% band at 35 GHz and as a thin wall gt frequencies up to one-tenth that or 3.5 GHz. -
This would appear to be an optimum choice for the dual-band radome.




Unfortunately, a ceramic radome is exceedingly thin at 35 GHz. For a
radome operating in the N-halfwave mode and at a design angle of incidence
8, the thickness 1is:

— Ne ___

2f j e—sinz7;ﬁ

The design angle must be chosen to allow transmission over the near grazing
angles encountered within a streamlined radome. For Pyroceram 9606 (e= 5.53)
and 0 = 73°, panel thickness is only 0.078 inches. While the first portion of
this study has indicated that such a radome could survive the flight stresses of
many of the cases described, it is considered by some to be too thin to allow
commercial fabrication and military handling. 1Its electrical performance should
be evaluated and compared to the alternatives. If the performance penalty for
the alternate designs is excessive, perhaps techniques may be devised to overcome
the problems of manufacturing and handling such a radome.

The halfwave Pyroceram radome is evaluated in comparison to a fullwave of
the same material and also to a half-sandwich design. The latter consists of
an outer layer of Pyroceram backed up by a sufficient thickness of ceramic foar
to maximize transmission. The thickness of the outer layer was set to 0.100
inches, the minimum considered allowable for fabrication and handling considerations.
All radomes were designed for maximum transmission at 35 GHz and 73°.

The relative quality of these radome walls may be evaluated by the calculated
loss and insertion phase delay (IPD) of large flat panels. Loss should remain low
for angles of incidence between 40 and 80 degrees. Radome refraction, or boresight
error, is primarily caused by the slope of the (IPD) characteristic with angle of
incidence. This deflects the beam in a similar fashion to the bending of light by
a prism., The third design objective, insensitivity to polarization, depends upon
the spread between the transmission characteristics for parallel and perpendicular
polarization.

Figure 7 shows the transmission of a 0.078 inch halfwave panel of Pyroceram
9606 at the design frequency and at +57% offsets. The center figure, at the
design frequency, serves as the standard of comparison. As required, loss remains
low over the critical high angles of incidence. The slope of the IPD curves is
acceptable according to the low levels of boresight error associated with halfwave
radomes. Both loss and IPD curves track as a function of polarization.

Figure 7's two outer diagrams show the detuning of the panel with frequency.
These 5% frequency offsets are excessive for a halfwave radome, in which total
bandwidth is about 5%. These offsets were chosen to emphasize changes in trans-
mission with frequency. Loss increases for the perpendicular component, and the
curves no longer track with polarization.

Figure 8 shows the transmission of a 0.157 inch fullwave panel of Pyroceram
9606. It also was designed for 35 GHz and 73°. At 35 GHz, insertion loss is
significantly higher than the halfwave except in the vicinity of the design angle.
The slopes of the IPD curves are twice those of the halfwave. Even at the design
frequency, the resulting boresight errors would be about twice those of the half-
wave. The outer diagrams of Figure 8 show a severe detuning for 5% frequency
offsets.
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Figure 9 represents the half-sandwich with a 0.100 outer layer cf Pyrcceram
and an inner layer of ceramic foam (¢ = 3.0, tan 6 = 0.01) in which the 0.076
inch foam thickness was adjusted to maximize transmission at 35 GHz and 73°.

A comparison of Figure 9 and Figure 8 shows that the transmission of this half-
sandwich approximates that of the fullwave. The only ncticeable exception is the
higher loss of the parallel polarization component. This is due to the relatively
high loss tangent assumed for the foam layer.

The two-layer half-sandwich has sometimes been called a "broadband" radome.
In comparison to typical broadband panels, the thinwall, the A-sandwich and the
C-sandwich, which offer broadband transmission for relatively low angles of in-
cidence, Figure 9 shows that the half-sandwich approximates the relatively narrow-
band performance of the fullwave. What then are its advantages? As a general
rule, the presence of the foam layer behind a relatively thin outer layer of
higher € material makes the panel operate like the next higher N-halfwave wall.
This may be advantageous in the following situations:

1) 1If the hard outer layer is made of a material which is expensive,
a minimally thick outer wall may be combined with a less expensive
inner layer.

2) The passband is somewhat great than that of the N-halfwave because
of the decrease in average dielectric constant, but the mid-band
performance will be slightly inferior to that of the N-halfwave
panel. However, the half-sandwich is not a broadband radome.

The bandwidth of the halfwave, fullwave and half-sandwich panels are com-
pared in Table 4. The phasor sum of the complex transmission coefficients for
ten representative rays was calculated. These are parallel and perpendicular
polarized rays at angles of incidence of 60, 65, 70, 75 and 80 degrees. At 3 GHz,
all three panels would be satisfactory since insertion leoss is not critical for
passive guidance. According to loss considerations, the 35 GHz bandwidth of the
halfwave radome is much wider than that of either of the alternatives. Since IPD
slope variations would reduce bandwidth still further, the total bandwidth of the
fullwave and the pseudo fullwave half-sandwich will only be about 2%, compared to
the typical halfwave radome bandwidth of 5%.

DISCUSSION AND CONCLUSIONS

It is apparent from the results in Table 2 that, in general, both buckling
and base bending stress should be considered in designing thin-walled radomes.
The results do not vary much from configuration to configuration, and the con-
clusions reached regarding the importance of base stress versus buckling are in-
dependent of the configuration.

Several of the materials considered cannot withstand the equilibrium temper-
atures associated with the higher sea-level Mach numbers. The QPI cannot operate
at equilibrium temperatures associated with Mach 4 and 6 and is buckling limited
at Mach 2. The SCFS cannot operate at the Mach 6 equilibrium temperature and is
stress-limited at Mach 2 and 4. Pyroceram 9606, RSSN, and HPSN all have the same
characteristics - buckling controls the design at Mach 2, stress controls the
design at Mach 6, and either may control at Mach 4. Thus, for these three mater-
ials, both failure modes must be considered.
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If radome fragility during fabrication and handling is used to establish
the minimum practical thickness for ceramic radomes, the performance penalty
during active homing at 35 CHz could be quite high. The electrical performance
of the fullwave and half-sandwich radomes are far inferior to that of the 0.078
inch halfwave. For a fixed diameter seeker, boresight errors and slopes appear
to decrease somewhat with large increases in frequency for systems which use
halfwave radomes. Thus, for a relatively large missile, the higher IPD slopes
of the fullwave and half-sandwich radomes may be tolerable. The restricted band-
width still remains, however, and this may make the system more vulnerable to
secondary effects such as radome de-tuning due to aerodynamic heating.
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Table 1

Summary of Material Strength and Stiffness Requirements for
30 g Sea-Level Maneuver

Stiffness
S trength Requirement Requi rement
out/R
Case /4 d M Tension Compression Et3/R3
Spherical

1 0.5 7.5 2 25,45

2 0.5 7.5 4 99,84

3 0.5 7.5 6 225,75

4 0.5 13.5 2 25.51

5 0.5 13.5 4 102.84

6 0.5 13.5 6 228,18

7 0.5 19.5 2 25.80

8 0.5 19.5 4 102.07

9 0.5 19.5 6 224,76

Von Karman
10 2.1 7.5 2 63.50 70.92
11 2.1 7.5 4 75.80 97.67
12 2.1 7.5 6 98.19 156.53 3.40
13 2.1 13.5 2 74.46 81,66
14 2.1 13.5 4 96.72 117.99
15 2.1 13.5 6 109.05 156.58 3.40
16 2.1 19.5 2 72.29 79.53
17 2.1 19.5 4 87.97 109.20
18 2.1 19.5 6 98,20 156.40 3.40
19 3.0 7.5 2 109.44 113.46 7.00
20 3.0 7.5 4 132,17 148.44 2.19
21 3.0 7.5 6 142,30 173.34 3.00
22 3.0 13.5 2 126.13 129.94 7.00
23 3.0 13.5 4 162,82 179.48 2.10
24 3.0 13.5 6 160,72 191.72 3.00
25 3.0 19.5 2 119.50 123,35 7.00
26 3.0 19.5 4 153.81 170.44 2.10
27 3.0 19.5 6 160.52 191.47 3.00
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Table 2
Material Properties of Radome Materials !
at Equilibrium Temperatures
g Ultimate Stiess in Tension (psi) !
§ M T (°F) 9606 RSSN HPSN SCFS QPI
i 2 400 22 K 20 K 50 K 5K 45 K
4 1400 12 K 20 K 50 K 5K -
6 3000 4.8 X 9.8 K 9K - -

Ultimate Stress in Compression (psi)

M T (°F) 9606 RSSN HPSK SCF$S QPI
2 400 115 K 200 K 200 K 50 K 20 K
4 1400 115 K 200 K 200 K 80 K -

6 3000 20 K 200 K 200 K - -

Modulus of Elasticity (psi)

M T (°F) 9606 RSSN HPSN SCFS QPIL
4 2 400  16.7 x 10° 15 x 108 40 x 10° 5 x 10° 2 x 108
i 6 6 6 6 !
] 4 1400 16.7 x 10° 15 x10® 35 x 10 5 x 10 -
. 6 3000 9x10®  8x10% 8.6 x10° - -
f
?
;
:
11-318 .
1

e .
‘ [ e R -




.-'Illlnlisi;zf.

*BurTyONq

*(P23TWIT $S911S 2]TSUI] 218 SSBWOpPEI UPWIRY UOCA 19Yyjzo TTe SI1dd JoO
Te271a9Yyds [Te 103 PIITWI] SS9118 aayssaiadwod) ssa13ls 3urpuaq aseq Iyl

£3s13es o3 paagnbax ssauydyyl

suwope1 Ueuxe) UOA pue sawopea
A3s13es o3 paaynbaa ssauwidTyl

a1

SL

1 2Tqe] wolj suoylIedTITdadgy

9890°0 6ELT"0 €0L0°0 L6ST°0 9S%T°0 19Z€°0 Lz
0€£L0°0 | 666270 78£0°0 00€0°0 9050°0 0620°0 88%0°0 0sZ1°0 9z
08%1°0 1050°0 1601°0 } o0tgC0 G950°0 €€C0°0 95.0°0 £860°0 0€L0°0 0£60°0 Y4
SL%0°0 S0CT°0 L8%0°0 LOTT"0 800T°0 09¢2Z2°0 %Z
G000 861¢°0 %920°0 02¢0°0 0s€0°0 0860°0 8£€0°0 9160°0 [ A
GZ0T°0 6£%0°0 G¢L0°0 €0LT°0 8L£0°0 0LT0°0 #2S0°0 9Z%0°0 S060°0 L8€0°0 rAA
%920°0 €6S0°0 0LT0°0 S%50°0 0950°0 Z1IT°0 1z
1820°0 | T660°0 L9100 6600°0 G610°0 8%20°0 8810°0 €IY0°0 (174
69S0°0 £€120°0 0Z70°0 | 1280°0 0120°0 ¢800°0 1620°0 6020°0 1820°0 L8T0°0 61
9T1.0°0 #90T°0 €€L0°0 LL60°0 61IST°0 S661°0 81
STLTO L1000 6ZY1°0 STL0°0 LT
88£0°0 0Iv1-0 1%10°0 76€0°0 02€0°0 9T
§6%0°0 8180°0 L0S0°0 1620°0 T1501°0 #€6T°0 ST
90g1°0 1€10°0 92£0°0 #960°0 91
9.20°0 G00T°0 T0T0°0 1620°0 8720°0 €1
62200 60%0°0 7820°0 9L£0°0 #860°0 £9L0°0 [A¢
8960°0 £600°0 Zy10°0 LETO0°0 19
€€10°0 9L%0°0 8%00°0 6T10°0 80T10°0 o1
0TTI0°0 0110°0 9601°0 6
%2T10°0 0S00°0 0500°0 L800°0 8
9Z10°0 0$00°0 ¢T100°0 £€T100°0 ¢200°0 L
LL00°0 LL00°0 0££0°0 9
18000 G£00°0 6£00°0 0900°0 S
9800°0 %#€00°0 6000°0 6000°0 ST00°0 L/
T%00°0 7900°0 £€Iv0°0 €
L%00°0 6100°0 6100°0 £€€00°0 rA
8%700°0 6T0C°0 S000°0 c000°0 8000°0 1
a1 sl 91 Sl a1 Sl a1 Sl a1 sl ¥9SB)
140 $40S NSdH NSsd 9096

speo] otweudpoiay o3 3dalqng souwopey 103 ssawidTyl [TeM paarnbay
£ °19qel

11-319

g




Type
Halfwave
Fullwave

Half-Sandwich

Table 4

approximate Radome Insertion Loss (One-Way)

3 GHz 33.25 GHz  35.00 GHz 36.75 GHz

1.6 dB 0.7 dB 0.1 dB 1.0 dB

2.9 1.8 0.3 2.5

2.6 1.7 0.9 2.4
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Figure 1  Aerodynamic loads on a radome.
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------ d= 7.5in,
........... d=13.5 in.
d=19.5in.
200 T 1 T
Tension
150}~ —
100 —
e"__-
E: 50 | | |
2 200 T
Compression
150~ -
: 100 —
1 | 1 |
1 50 2 4 6 8
g M
4
: Figure 2 Required wall thickness for stress at base of Von Karman radome.
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Figure 3  Required wall thickness for stress at base of hemispherical radome.
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Figure 4 Load factor needed to buckle versus Et3/R3 for Von Karman radomes.
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Von Karman radome load deflection curves
1.5 ~
S
§
s 1.0 —
-3
Q
-
i/d = 3.0
0.5 d=19.5in. O = Mode 1 m
t = 0.056 in. A = Mode 2
M=6.0 4+ = Mode 4
a = 3.6 deg
0.0 1 | | 1
0.00 0.01 0.02 0.03 0.04 0.05
Deflection

Figure 5 Load versus deflection for different circumferential modes of a Von Karman
¢ i radome at Mach 6.
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Legend
O Buckling
A Base stress

1
2.1 vK 7.5in. dia
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t (in.)
LN

0.2

1

[ I T 1
3.0vKk 7.5in. dia

06— 1T 7
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2.1 vK 13.5in. dia
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==o--"1 |
T |} |
3.0vK 13.5 in. dia i
i
T
T 1
[ l ! {
3.0 vK 19.5 in. dia i
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aerodynamic loads.
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0.0 I .
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Figure 6 Required wall thicknesses for Pyroceram 9606 radome subject to
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STRUCTURAL CONSIDERATIONS FOR THE RECOVERY OF

AIR-TO-AIR MISSILES

Arvid A. Anderson
Pacific Missile Test Center
Point Mugu, California

ABSTRACT

The recovery of air-to-air missiles for training and evaluation is a cost
and asset saving technique for consideration of the missile community. Cost,
environmental, logistic, and physical constraints require decisions that
complicate the structural designers task. Some considerations for design are
discussed. An example showing possible trade-offs is given. A discussion of
structural considerations is then followed by concluding statements.

INTRODUCTION

The recovery and reuse of air-to-air missiles, expended in testing and
training environments, has long appeared to be a cost effective means for
training capability and utilization of the weapon as well as providing the
potential to accurately determine the causes of missile in-flight failures.
Many studies have been conducted to analyse the technical feasibility and cost
effectiveness of recovering missiles for reuse (references 1-2)., The AIM-7 and
AIM~54 missiles have been considered as prime candidates for consideration.

Many technical problems have been defined in considering the addition of
recovery capability to an existing missile. Cost of course, is the limiting
factor. Issues driving technical considerations include: (1)
land/water/mid-air recovery, (2) anticompromise, {(3) full ve partial missile
recovery, (4) water integrity, and (5) use envelope of launches.

STATEMENT OF INITIAL CONDITIONS

For this paper the purpose for a paracnute recovery system can be defined
as: "a capability to reduce the velocity of a post-intercept missile to some
acceptable amount low enocugh to allow retrieval of it for reuse."

Before a recovery system for a missile can be postulated, it is necessary
to determine a use envelope of launches for both training and test and evalua-
tion shots. Within that envelope an acceptable scenario can be generated for
both training and test and evaluation. This has an important limiting effect
on the design. Pealistic decisions by the "user" can allow the designer
sufficient flexibility to produce a more efficient/cost-effective product.
For instance: if for training purposes a significant number of missiles, say
80-90 percent are to be fired at a mid-altitude, mid-range, mid-speed condition,
then this should be specified. Design compromises are therefore more realistic-
ally made. An appropriate method for interpreting a given aircraft/missile
launch envelope is to generate a scenario of launch geometries suitable for
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training and/or RDT&E missions.

In order to construct a scenario of recoverable launch geometries for
future Fleet trainirg exercises and future T&F launches, a study of expected
Fleet threats and a review of all past T&E launches should be made. Future
Fleet training launch geometries must be designed around probable enemy threats.
Air Test and Evaluation Squadron Four (VX-4) can supply data pertaining to
expected enemy threats to the Fleet and beach head defense situations and has
compiled this data in their report "FPX-2E". This classified
report describes the threats as single bombers, multiple bombers, air-to-surface
missiles (ASM) air launched, ASM surface launched, overland fighters, manuevering
targets and the high altitude, high Mach threat. Target altitudes can be broken
down into general categories; low (1,000 feet), medium (5,000 to 30,000 feet),
and high (above 35,000 feet). Target speed and maneuvers can also be defined.
Using the above criteria and prioritization criteria such as might come from
the Ault Report (reference 7), threat profiles can be established against which
future Fleet training launches can be designed.

Given a list of profiles, a table of launch geometries can be compiled and
submitted to aerodynamists for post intercept parameter calculations. From the
post intercept parameter calculations, worst case recovery conditions can be
determined. To determine the worst-case recovery conditions, that is the
geometry which would cause the most stress to the deploying parachutes, the
post intercept parameters can be used to calculate the dynamic pressures (q)
of individual geometries as follows:

dynamic pressure (q) = 1/2 P V2

P

air density at recovery altitude

v

missile velocity at recovery (ft/sec)

Given the initial loading conditions at intercept, the design problem of a
recovery system can be addressed. This entails the designing of a parachute
system to fit those load conditions and the load conditions at impact (water or
land). The missiles structural integrity and its components resistence to shock
and vibration are a limiting input to the parachute system design at this point.

CONSIDERATIONS OF POSSIBLE SOLUTIONS:

One of the first problems to be considered in the design of a recovery
system is the question of a need to recover over both land and water. If over
land, the missile terminal velocity and attitude at touchdown can be critically
limiting to the design. If over water, terminal velocity and attitude are less
critical but salt water integrity is required for most of the internal parts
of a missile. One solution to both land and water recovery problems is MARS,

a mid air recovery system. This is a complicated and costly solution. The
logistics and expense of mid-air retrieval usually procludes its use except for
unusual circunstances.

For over-land recovery, a very low terminal velocity or a cushioning device
will probably be required. The TOMAHAWK missile solved this problem for
recovery of test and evaluation shots by use of an inflatable air bag below a
horizontally suspended airframe.
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For over-water recovery, a flotation device must be incoporated to insure
that a retrieval attempt can be made. Also required would be a device to insure
that the floating missile would sink after some predetermined time because of
security considerations. If the missile is suspended vertically by the para-
chute lines to enter the water nose first, a high terminal velocity could allow
the missile to penetrate the water to below its crush depth.

Another problem to consider for a recovery system is whether the whole
missile need be retrieved. The usual method for packing a recovery system in
a missile is as a replacement for the warhead section. If only the empty motor,
skin and wings are aft of the warhead section it would probably not be economic
to recover the entire missile. Parachute deployment becomes simpler with
this condition.

Still another problem to consider is the possibility of a slow down
maneuver by directing the missile to climb to bleed off speed. The state-of-
the-art of parachute design is limited in the supersonic region. Also, very
low altitude recovery may require this maneuver because of a lack of time to
impact for a recovery system to deploy.

Postulation of a Recovery System

A recovery system for a specific missile, such as the PHOENIX AIM-54, could
probably be limited to over-water recovery since most testing and training shots
occur over the ocean and most likely at a sea test range for control and data
retrieval purposes. Consider the size, strength and volume of the recovery
systems required to decelerate either the forward section of the PHOENIX or the
total PHOENIX missile. The forward section includes the radome, the sceeker,
and the guidance section, and part of the warhead section. The total missile
includes, in addition to the forward section, the s;ent motor section, the
control section, and part of the warhead section.

e vty WERENE R

To determine if both PHOENIX configurations can be recovered, consideration
must be given to the total parachute systems. Deployment reliability, volume
required for ejection mechanisms, volume required for the parachute and deploy-
ment complications associated with recovering the entire missile, all influence 1
a decision as to recoverability. Factors to consider are: (1) recovering the [
forward section only allows for a traditional, unobstructed rear streaming
flow of the parachute. Loads are longitudinal and do not impart pitching or
tumbling motions to the missile (figure 1); (2) to recover the entire missile,
the parachute system is more complicated (figure 2). First, dual drogue chutes
are required to prevent the missile tumbling motion which would be induced if
only one drogue were used. Then a large section of the missile's skin must be
cut and removed to allow the main parachute deployment bag to exit. At least
one-half the circumference of the body skin would need to be removed which
would seriously weaken the fuselage. Structural failure could result when the
main chute opening force is applied. When recovering only the forward section,
danger of rotation or tumbling of the missile; thereby fouling the parachute,
is removed. Tumbling will not be induced since the deployment force is along
the missile's longitudinal axis, which ensures a stable deployment.

Regardless of which configuration is selected for recovery, the volume
available for the parachute system is the same. Anproximately 1,475 cubic
inches are available for the parachutes, the mortars, the timers, the flotation
gear, and the locator beacons, The defined terminal rate of descent is 65 ft/sec
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Figure 1. Parachute Deployment Sequence (Forward Section),
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Figure 2. Parachute Deployment Sequence (Full Missile).
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for either system. The forward section weighs 290 pounds while the entire
missile weighs 545 pounds at recovery. A larger diameter parachute constructed
of stronger material is required to lower 545 pounds at 65 ft/sec than to lower
the 290 pounds at the same rate of descent. There would be sufficient volume
to containe the parachute for the full missile recovery system but not the
space to also include the drogue mortars and flotation gear. These details
must be considered when making a decision as to which configuration is to be
recovered.

A parachute recovery system could be designed for both missile configura-
tions. The designs would be based on standard parachute design practices as
described in the handbook (reference 4). Basic calculation methods since
E that date have not changed.

In order to calculate parachute size and strength, some assumptions have to
be made. The assumptions are consistent between systems and would include
the following:

Recovery velocity

Recovery altitude

Initial missile pitch angle
Recovery dynamic pressure
Maximum terminal velocity
Weight of forward section
Weight of entire missile

gt e

The basic equation used in calculating a theoretical parachute size and

force is:
F=gq CD S
o

where:

F = force or the weight recovered in pounds

q = dynamic pressure (lbs/sq.ft)

CD = drag coefficient of the parachute type (.75 for a solid flat canopy)

o

S = the parachute area (usually flat canopy size) in sq.ft

Using equation (1), the parachute diameter required for the 65 ft/sec

terminal velocity rate of descent in recovering the front section only can be
calculated.

-! The drogue chute selected would be a ribless guide surface design of small
f diameter.

Initial force calculations could indicate that an unreefed main opening
would exert excessive force on the parachute mounting points as well as damaging
components in the missile. Therefore, the main canopy could be reefed to an
effective diameter for a required time period. This reefing (restricting the
full open diameter of the main chute by lacing a constricting line through the
skirt) will allow a reduction of velocity while a smaller drag area is exposed
to the higher "q" conditions. The force is directly proportional to the velocity
and the drag area. By adjusting the reefing line length, a balance of forces
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can be achieved between reefed open (smaller drag area) and full open; thus
allowing the missile and parachute structure to see a lower peak force. The
three stage recovery system for the forward section is defined as:

1. The drogue chute
2. The reefed main
3. The disreefed main

The force/time history of the deployment might be such as shown in figure
3. The curves connecting the inflection points are estimated shapes as there
is no program available to derive exact force or time values during inflation
periods and deceleration to equilibrium velocities. In order to determine the
forces during the various sequences of deployment, it would be necessary to know
the system velocity, altitude, and pitch angle at the appropriate events. To
assist in these calculations, a set of parametric trajectory curves and nomo-
graphs can be used. They can be found in ASD-TR-61-579 (reference 4). By
knowing the initial velocity (V) and pitch angle (0 ) and the required
equilibrium velocity (V_), theofollowing values mayobe found graphically:
system velocity at a defla time after initialization (V), altitude loss (H),
range (R), and a new pitch angle after delta time (t). By obtaining the velo-
cities (V) and new altitudes at each deployment event, the force can be
calculated using equation (1). With these data, a force/time histograph can
be made.

The method of calculating the required data for the total missile recovery

is the same as defined above. A typical force time histograph is included as
figure 4.

With the above information as postulated it would now be possible to
evaluate the structural integrity of a recovered missile (either the full
missile or the partial front end section).

8 ey A PR T i

DISCUSSION OF STRUCTURAL CONSIDERATIONS

The structural integrity can be determined for the two critical events
in the recovery sequence, the deployment shock and the water entry forces as
compared to the missiles capability to resist those loads.

For the deployment shock a preliminary analysis of loading conditions can i
be investigated for the recovery. Two main concerns are:

1. Structural integrity of the parachute attachment design; and, r
2. Responses of the guidance section to the loadings. l

A structural model such as the Hughes Aircraft Company finite element
model (reference 5) of the missiles'two forward sections can be used for this
analysis. In order to have the proper weight and load path, the model would
include the guidance section skin, bulkheads at both ends, radome and parachute
installation container. Figure 5 shows the general arrangement of the recovery
system. Figure 6 depicts the structural model.

The model has 74 beams and 411 plate elements. The Guidance section skin
can be simulated by a beam connecting two nodes representing the bulkheads.
Seeker and radome can be lumped as a single mass cantilevered from the bulkhead.
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Parachute opening loads are applied at the rear end, while water entry
loads are at front end of the section or at bot!. = .ds when there is a lateral
component. The proper loading orientations are s .wn in figure 7. Figures
8 and 9 are typical time-acceleration histories of the parachute opening and
of a 20 degree water entry impact.

}
1
|
_
|

Parachute opening shock is critical for the parachute supporting bracket
(see figure 10). If four brackets are considered to carry the total load and
2 1.5 factor is a shock factor, then the strenth of each spot weld tying the
bracket to the skin can now be found. Assuming an even loads distribution,
the number of welds needed for each bracket can be determined.

Tge missiles can be evaluated for structural integrity with water entry
at 20 or less from the vertical. The missile responses to the two shock inputs
(both parachute opening and water entry) can thus be studied. A similar
investigation can be performed for the full missile recovery situation.

After water entry, the guidance section attached to a parachute, will
descend into the ocean. Analyses can be performed to determine the decelera-
tion, velocity, depth and pressure experienced by the guidance section during
penetration. The effect of orientation on penetration can also be examined.

Typical forces acting on rhe guidance section after water entry are shown
in figure 11. The resulting equations of motion are:

11}
MX + Mg - Fp - Fy = 0 (1)

02
FH = CD 1/2 PX"A (2)

where M = guidance section mass

FB = buoyant force

<
"

penetration depth

FH = hydraulic forces retarding motion
CD = drag coefficient
P = density of water

A = cross section area

The equations were solved for X (and its derivatives) using a quasi-static
approach, i.e.
¢ PA iZ F
X, = D i-1 Bi-1
j M + M -8
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The guidance section and partial armament section is composed of a sealed
section and an open section. During penetration, the buoyancy force increases
as the unit submerges and reaches a maximum value just prior to complete
submergence. Upon complete submergence, buoyancy decreases to that of the
sealed section as water fills the open section. Conservative values for pene-
tration depths can be obtained by using buoyancy forces associated with the
sealed section alone. Conservative deceleration values can be obtained by
using the buoyancy of the entire unit.

Winds acting on the unit during descent may cause the guidance section to
strike the water at an angle. Significant increases in deceleration can be
expected from such penetrations. Therefore, analyses which considered orien-
tation angles such as 20 and 90 degrees (measured from vertical) can be
performed to determine the effect of orientation on deceleration. In an
analysis, orientation manifests itself in the drag coefficient; the cross
sectional area used in determining drag force, and the manner in which buoyancy
force is computed as the body is entering the water. Orientation angles can
be kept constant during the entire penetration calculation.

In an analysis considering 20 and 90 degree orientations, hydraulic forces
are linearly increased to their full value as the unit enteres the water.
Buoyancy forces for a 20 degrees orientation are similarly increased. However,
for a horizontal penetration a function relating volume displaced by a cylinder
should be used to determine buoyant forces. The forces on the missile can thus
be calculated and compared to its skin's capability to resist these crushing
forces.

CONCLUSIONS
The structural adequacy of a missile, redesigned to be recovered after

launch, can be determined-on a case by case basis using the existing structural
analysis techniques.
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